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Abstract: A novel Fudan programmable logic chip (FDP) was designed and implemented with a SMIC 0. 18;;m CMOS log-
ic process. The new 3-LUT based logic cell circuit increases logic density about 11% compared with a traditional 4-input

LUT. The unique hierarchy routing fabrics and effective switch box optimize the routing wire segments and make it possi-

ble for different lengths to connect directly. The FDP contains 1,600 programmable logic cells. 160 programmable 1/0,
and 16kbit dual port block RAM. Its die size is 6. 104mm X 6. 620mm , with the package of QFP208. The hardware and soft-
ware cooperation tests indicate that FDP chip works correctly and efficiently.
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1 Introduction

Today,field programmable gate arrays (FPGAs)
have evolved into complex systems-on-chip. These
give rise to the challenge of the architecture, tools,
and design methodology" ™. FPGAs are made up of
many functional elements: programmable logic cells,
interconnect fabrics, embedded IP, and I/O module
are four major categories of these elements. This pa-
per will explore some of the characteristics of these
categories in order to provide insight into how the cri-
teria or the “architecture/circuit” of these functional
elements can be designed as efficiently as possible.

In particular, this paper will focus on additional
benefits of FPGA when considering the architecture
such as programmable logic cells (PLC), hierarchy
routing fabrics, and novel switch box (SB) circuits.
The ideas will be illustrated by the examples taken
from FDP design. These examples will illustrate pro-
gress to date as well as highlight important areas of
focus for future development.

FDP was fabricated with a SMIC 0. 18um CMOS
logic process using a fully custom design method. The
test results show that its logic cells and interconnect
resources work correctly and efficiently.

2 A novel FDP circuit architecture

FDP contains 20 X 20 programmable logic tile
(TILE) arrays, 160 programmable I/O block, block
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RAM, configuration circuit, JTAG circuit, clock dis-
tribution networks, periphery interfaces and many
other circuits. Figure 1 shows the block diagram of
the FDP circuit architecture.

The TILE is the atomic repetitive cell in FDP ar-
rays. It is made up of PLC and hierarchy programma-
ble interconnection resources. Each TILE contains a
programmable logic cluster, a SB, a connection box
(CB) ,and a bus control logic unit circuit.

The programmable I/O block (IOB) contains in-
put/output control logic and dedicated 1/O intercon-
nections. Each IOB can be configured as input mode,
output mode, bi-direction mode,and other modes.
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Fig.1 Overview of FDP architecture
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Fig.2 Programmable logic slice of FDP

FDP also includes four 4kbit dual-port block
RAMs. Each block RAM works in 1bit, 2bit,4bit and
8bit mode. There is a dedicated interconnection be-
tween the block RAM and the programmable logic
Cluster.

There is a boundary scan circuit added into FDP,
which controls each IOB and makes testing convenient.

FDP’s configuration circuit contains an address
chain, a data chain, and corresponding control cir-
cuits; which offer master serial mode and slave serial
mode"’ .

2.1 Circuit architecture of PLC

2.1.1

Figure 2 is a programmable logic slice of FDP. It
is made of two PLC circuits that have the same circuit
architecture. The PLC is based on the mainstream
LUT. Unlike the normal 4-input LUT structure, the
FDP’s PLC is made up of two 3-input LUTs, a fast
carryout logic,a fast shift logic,and a sequential log-
ic. The shared logic resources between PLCs are used
to realize multiple input logic functions. The FDP’s

Novel programmable logic slice

slice can be used to realize three input to nine input
logic functions.

There are two 3-input LUT circuits in each single
PLC. which have the same three inputs and can be
used to realize two 3-input logic functions or one 4-
input logic function by combining these two LUTs.
Combining fast carryout logic and one 3-input LUT, it
can also realize a one bit full adder,a one bit full sub-
tract, and multiplexing logic. The fast shift logic can
realize a build-in scan chain test. The sequential logic
can be configured as a DFF or a latch.

used. Table 1 shows the comparison between 4-LUT
and FDP-LUT.

2.1.2 FDP programmable logic cluster

FDP’s cluster consists of two programmable logic
slices,a sequential control unit (SCU),and an input
MUX array (IMUX) circuit. Figure 3 shows the block
diagram of a Cluster circuit. An IMUX circuit is used
to choose the Cluster’s input signals, which include
the outside inputs, inner feedback outputs, and logic
zero. The SCU circuit is responsible for processing se-
quential control signals that come from outside inter-
connections and clock networks, and for providing a
unit clock signal,an enable signal,a reset/set signal,
and a function select signal.

There are two advantages of FDP’s Cluster over
the general one:

Small area: Four logic cells in a FDP’s Cluster
share the same SCU circuit. A SCU’ s area is about
1/4~ 1/3 that of a PLC. Thus, FDP’s Cluster has a

o arj—p 2
SHFT QT[> é

©SLICE

RIGHT _IN0
RIGHT IN1

2,
5
IMUX I
5
4]

SFT U1 freee 3T

Fig.3 Logic cluster



54 Chen Liguang et al. :

Design and Implementation of an FDP Chip 715

11111 11111

E SB CB SB §
il
SLICE
CB IMUNTSCU CB
SLICE
] i _
g SB CB SB g

T LU

Fig.4 FDP hierarchy routing architecture

smaller area than the traditional structure available
on Xilinx XC4010, in which each logic cell uses the
same SCU.

Fast speed: The logic cells in a cluster can be fast
connected by the IMUX circuit. The local intercon-
nections in a Cluster can distinctly reduce the wires
length and the number of programmable switches be-
tween logic cells, which benefits the circuit speed in a
Cluster

2.2 Programmable routing resource

2.2.1
FDP programmable routing architecture employs

Uniquely hierarchy routing architecture

the most popular hierarchy routing. It consists of two
levels:local interconnect routing inside the cluster and
segments routing outside the cluster.

Figure 4 displays the top view of the hierarchy
routing circuit architecture. The local interconnection
includes an IMUX, which chooses the outside inputs
from the CB and feedback inputs from cluster out-
puts. The IMUX consists of 20 Multiplexes of 16 in-
puts. Signals are routed from the CB or feedback by
the IMUX,and the interconnections between clusters
or fast interconnections in the cluster are implemen-
ted. The segment routing resource consists of wire seg-
ments in the routing tracks,a SB,and a CB. There are
three types of segment wires in the FDP: length 2
wires, length 4 wires, and long wires. The SB circuit
realizes the connections between horizontal and verti-
cal wire segments,and the CB circuit connects the in-
puts and outputs between clusters and routing chan-
nels.

2.2.2 Effective SB circuit architecture

The traditional Wilton SB realizes the connection
(by transistors) between “domains”. It has better per-
formance than other styles of SBs***/. But Wilton SB
can not connect wires of different lengths, causing a
hierarchy routing problem and negatively impacting
performance.

Fig.5 Novel switch box architecture

In FDP,three kinds of wires of different lengths
were integrated in one Wilton SB"*'. By applying this
method,all the wires can be connected efficiently .
The circuit architecture is shown in Fig.5.In this fig-
ure, horizontal and vertical connections were ignored.
Outside the rectangle, the solid line represents length
4 wires,the dashed represents length 2 wires,and the
dotted line represents long wires. Lines inside the rec-
tangle represent the connections between different
wires: the solids line represent the connection between
length-4 wires, the dashed represent the connection
between length-2 wires,and the dotted lines represent
the connection between long wires and the other
wires. The connections are summarized in Table 2,
where the number indicates the connections between
wires.

2.2.3 Block RAM and its interconnection

FDP chip includes four 4kbit dual-port block
RAMs. There is a dedicated interconnection between
the block RAM and the programmable logic Cluster,
which makes it convenient to communicate with other
components.

Compared with the traditional FPGA architec-
ture, which extend or combine the block RAMs by
configuring normal interconnections and logic cells,
these dedicated interconnections reduce routing con-
gestion around the block RAM and reduce the delay
of the block RAM. Moreover, the dedicated block
RAM control logic simplifies the software processing
block RAM compared with traditional FPGA archi-
tecture.

2.3 FDP architecture evaluation
Many factors have to be considered in FPGA cir-

Table 2 Connections among 3 wire segments

Segment Length 2 Length 4 Long wire
Length 2 3 6 3
Length 4 6 12 6
Long wire 3 6 3
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Fig.6 FDP performance evaluation flow

cuit design, especially, the design of programmable
routing resources such as the inputs of the logic Clus-
ter, the routing channel width, the ratios among the
wire segments,the SB topology, programmable switch
type.metal layer,and width and space in layout.

These factors cannot be considered independent-
ly. Thus, special evaluation programs and statistical
analysis are necessary in order to achieve the best per-
formance. Figure 6 indicates the FDP performance e-
valuation flow.

First,the MCNC benchmarks were optimized by
SIS, FlowMap and FlowPack'®' were used to map
the benchmarks to LUTs and DFFs, and then the
LUTs and DFFs were packed into a cluster by
T-VPack' . Finally, placement and routing were im-
plemented with versatile place and route (VPR)FI.
This flow was iterated until achieving the minimal
track width. Table 3 shows the parameters of FDP.

Table 3 Parameters of FDP routing resource

Architecture Array size 20 %20
Channel width, W 48
Segments Long wire 12
routing Length 4 wire 24
Length 2 wire 12
Cluster inputs(I) 12
Cluster outputs(O) 8
Local CB inputs conn(Fcin) 16/48
interconnect CB outputs conn(Fcout) 24/48
IMUX outputs conn 12/12
IMUX feedback conn 1/8

(b)

©

Fig.7 (a) FDP Layout (b) Photo (c) FDP chip test board

3 Implementation of FDP FPGA

The FDP chip was taped out with a SMIC
0. 18um logic 1P6M process. The layout of the circuit
modules such as LUT, PLC, Slice, SB, CB, Cluster,
TILE, and the routing resource circuits is designed
with the full custom design method. The FDP’s die
size is about 6. Imm X 6. 6mm with a QFP208 pack-
age. Figure 7 indicates the FDP’s layout,the photo of
the chip,and the test board.

The function realization of FPGA depends on the
corresponding CAD software. An integrated CAD FP-
GA design environment (FDE) tool was developed
which includes netlist convert, partition, technology
mapping, place & routing, bit stream generation,and a
configuration module. The FDE tool is ignored in this
paper.

In order to evaluate the performance of a FPGA
device,a full FPGA software development design flow
is needed. We use Synopsys’s Design Compiler as a
synthesis tool and FDE as backend tool in the FDP
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Table 4 Test results of logic implementation between FDP chip

and XC4010 chip

Benchmarks Function FDP | XC4010E
description
adder24 24 bits adder 7 13
comp32 32 bits comparison 282 409
countl6 16 bits count 7 8
ged Greatest common divisor 88 126
traffic Traffic signal light 62 29
dsp Digital data process 118 148
Music Music door 40 54
UART UART 366 456

Table 5 Performance test results of FDP chip

Parameter Description Value
ICCQ_CORE Quiescent current < 15mA
Combination logic Delay of
Tcomb 1.7ns
cluster to cluster
Sequential logic Delay of regis-
Tuq quentia’ ‘o yorres 2.3ns
ter to register
Carry logic delay of cluster to
Tcan‘v Y & Y N 1.0ns
: cluster

development flow. In contrast,we use Xilinx Founda-
tion as the XC4010’s development flow. Table 4 indi-
cates the logic implementation of the FDP and
XC4010, the third column denotes the clusters cost of
FDP,and the forth column represents the CLBs of the
XC4010.

It is difficult to obtain a precise comparison be-
tween the FDP device and the XC4010 device because
of the different architecture and different develop-
ment of software. A XC4010 CLB consists of two 4-
LUTs and a 3-LUT while a FDP cluster is made up of
8 3-LUTs. Additionally, Synopsys’s Design Compiler
is an ASIC synthesis tool and can not optimize to FDP
architecture,so we can not usually find the best per-
formance. Still, the results of Table 4 indicate that
FDP’s logic density performance is as good as
XC4010’s. We need to pay more attention to the in-
terface between the hardware architecture and the

synthesis tool in later research.
Table 5 shows timing performance test results of
the FDP chip.

4 Conclusion

In this paper a new FDP architecture/circuit was
proposed and fabricated with SMIC 0. 18m CMOS
technology. The novel 3-LUT based PLC architecture
increases logic density about 11% compared with a
traditional 4-input LUT. The new design of hierarchy
routing architecture and SB makes it possible for dif-
ferent lengths to connect directly. The hardware and
software cooperation test indicates that the FDP chip
works correctly and efficiently.
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