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Accurate and fast table look-up models for leakage current analysis
in 65 nm CMOS technology∗
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Abstract: Novel physical models for leakage current analysis in 65 nm technology are proposed. Taking into con-
sideration the process variations and emerging effects in nano-scaled technology, the presented models are capable
of accurately estimating the subthreshold leakage current and junction tunneling leakage current in 65 nm technol-
ogy. Based on the physical models, new table look-up models are developed and first applied to leakage current
analysis in pursuit of higher simulation speed. Simulation results show that the novel physical models are in ex-
cellent agreement with the data measured from the foundry in the 65 nm process, and the proposed table look-up
models can provide great computational efficiency by using suitable interpolation techniques. Compared with the
traditional physical-based models, the table look-up models can achieve 2.5X speedup on average on a variety of
industry circuits.

Key words: leakage current; 65 nm technology; table look-up model; interpolation
DOI: 10.1088/1674-4926/30/2/024004 EEACC: 1130B

1. Introduction

CMOS devices have been scaled down aggressively in
each technology generation to achieve higher integration and
performance. However, the leakage current has increased
steadily with down-scaling and has become a major contrib-
utor to the total IC power. Different leakage mechanisms con-
tribute to the total leakage current in a device. Among them,
the three major ones can be identified as: subthreshold leak-
age current, gate oxide leakage current, and junction tunneling
leakage (JTL) current[1]. For sub-65 nm technologies, emerg-
ing techniques to moderate the gate-oxide tunneling effect by
using high-k dielectrics to better insulate the gate from the
channel now bring gate oxide leakage current under control[2].
Hence, the main effort of this paper will focus on the analysis
of subthreshold leakage current and JTL current.

Many works have been conducted to do leakage current
analysis based on the physics-based models which have, for
many years, been the most attractive approach for semicon-
ductor device modeling and circuit simulation. However, pre-
vious works did not pay enough attention to variations in pro-
cess parameters including lithographic and non-lithographic
variation[3,4], such as dopant variation and layout dependent
stress variation in strained silicon technology, making the tra-
ditional models inapplicable to the leakage current analysis in
65 nm technology. In this work, we develop new and more
accurate compact physical models for leakage current analy-
sis in the nano-scaled process. In addition, since many process
parameters have to be introduced to the physical models in 65
nm technology, the new models would be more complicated,
leading to longer simulation time. To improve the simulation
speed, the table look-up model[5−10] is first introduced in this
paper to conduct the leakage current analysis. The principle of

using the table look-up model for leakage current simulation
is to express the physical models in the form of tables. Then
the calculation of leakage current would be translated to the
search of the established tables, saving a considerable amount
of time.

In this work, novel table look-up models for the sub-
threshold leakage current and JTL current analysis in 65 nm
technology are proposed. This work also discusses, in detail,
the generation of the leakage current characteristic tables from
the established models and the use of appropriate numerical
interpolation techniques to obtain more point values from the
tables during the simulation process. The proposed table look-
up models have been tested and verified with actual measured
data in 65 nm CMOS technology.

2. New table look-up model
This section describes the generation of the table look-

up models. First, the new physical models for subthreshold
and JTL current are developed including scaling effects (e.g.
short channel effect, narrow width effect), and layout parame-
ters are added in the models to account for the effects induced
by novel stress techniques. And then, based on the established
compact models, the device leakage current characteristic ta-
bles for subthreshold and junction tunneling leakage current
are generated, respectively. At the end of this section, the ap-
propriate interpolation methods for our table look-up models
are discussed.

2.1. Table look-up model for JTL current

2.1.1. Novel compact physical model for JTL current

A high electric field across a reverse biased p-n junction
causes JTL current due to the tunneling of electrons through
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Fig.1. Change of Jjunc under the influence of the“halo”profile: (a) Non-rectangular junction after lithography; (b) Impact of non-rectangular
junction and“halo”on JTL.

the bandgap. The electron-hole pair generation/recombination
comes not only through band-to-band tunneling (BBT), but
also through trap-assistant tunneling (TAT). The total gener-
ation rate is composed of a BBT contribution term RBBT and a
TAT term RTAT. Then the JTL current can be expressed as

Ijunc = q
"

(RBBT + RTAT)dxdy. (1)

For a symmetrical MOSFET, Equation (1) can be applied
to both the drain and the source junction. Previous works ob-
tained the models for JTL current through the calculation of
the integral in Eq.(1) by using the average JTL current den-
sity (Jjunc) which is determined by the average electric field
across the junction[1]. These models are not accurate because
they are developed based on the assumption that the junction
edge in an MOSFET is rectangular. However, this assumption
works only when Jjunc is almost the same everywhere along
the pn junction. In a real-life MOSFET, the peak of current
density would actually changes significantly when the “halo”
profile is applied to reduce the depletion region width of the
source-substrate and drain-substrate junctions in nano-scaled
technology. The current density peak occurs where the high
doping region is implanted, and there is very nearly no current
leaking through the bottom side of the junction. This can be
seen in Fig.1 which is obtained using TCAD simulator Sen-
taurus.

Moreover, in the previous works, Jjunc is modeled as a
function of Naside and Ndside, where Naside and Ndside repre-
sent the acceptor doping concentration and donor doping con-
centration, respectively. These two non-lithographic variation
sources not only exhibit large fluctuations in nano-scaled tech-
nology but also are very hard to be characterized, as the actual
dopant profile cannot be measured directly. Therefore, new pa-
rameters should be introduced to replace them.

In this paper, we use two new parameters, Vthlin and Vthsat

to express JTL current and its variations. Vthlin is the subthresh-
old voltage measured when Vds = 0.1V, representing the chan-
nel doping effect, and Vthsat is the subthreshold voltage mea-
sured when Vds = VDD, representing the doping effects in drain.

Fig.2. Comparison of our junction tunneling leakage current model
with measured data in the 65 nm process: (a) Vthsat is kept constant,
Jjunc mostly depends on Vthlin; (b) Vthlin is kept constant, Jjunc mostly
depends on Vthsat.

The measurement of Vthlin and Vthsat complies with the stan-
dards of industry measurement. These two parameters not only
have clear physical meanings, but are also easily measured.

Our junction tunneling leakage current model is shown
as

Ijunc = Wαhalo(RBBT+RTAT)
V3/2

ds

E1/2
g

exp

 E3/2
g√
Vds
+

Vthlin

αthlin
+

Vthsat

αthsat

 ,
(2)

where Eg is the bandgap, αhalo denotes the tunneling length
induced by “halo”, and αthlin, αthsat, RBBT and RTAT are em-
pirical parameters which can be extracted from measurement,
respectively.

The comparison of the model prediction with measured
data in the 65 nm process from the foundry is shown in Fig.2,
where the horizontal axis represents Vds. Because the curve in
Fig.2 is obtained from the foundry for the PMOS device, the
value of Vds is negative. We can see from Fig.2 that most of
the JTL variations can be included by characterizing the fluc-
tuations of Vthlin and Vthsat.

2.1.2. Fast table look-up model for JTL simulation

Based on the proposed accurate physical model, we can
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Fig.3. Procedure to derive the effective gate length model.

now establish the table for JTL current according to Eq.(2).
Because Ijunc depends solely on Vds, the established table that
represents the variation of Ijunc with Vds is actually a one-
dimension data array which stores the values of Ijunc under
different Vds. After such a table is established, Ijunc can be
obtained by searching the table according to the value of Vds

known from the circuit netlist.
Since the established table would include only limited

data points, more data points which are not given in the ta-
ble have to be obtained through interpolation methods. Ijunc is
only related to Vds, so one-dimensional interpolation is nec-
essary. Commonly, the linear interpolation can be used to
achieve good results. However, Figure 2 shows that Ijunc grows
severely with an increase of Vds, so the direct use of linear in-
terpolation would generate large errors. As a consequence, we
first get the logarithm of the Ijunc so that for the majority of
the values of given Vds, the linearity of the resultant logarithm
curve is quite good for the use of piecewise linear interpolation
to obtain satisfactory results. Nevertheless, when Vds is rela-
tively large, the linearity of the resultant logarithm becomes
poor. Then the piecewise quadratic interpolation can be used
to obtain accurate results.

2.2. Table look-up model for subthreshold leakage current

2.2.1. Effective gate length model

In 65 nm technology, the minimum feature size is much
smaller than the optical wavelength, causing a severe distor-
tion of the rectangular-shaped gate, which has a significant
impact on the subthreshold leakage current (Isub)[4,11]. Figure
3 shows a typical non-rectilinear gate profile. To obtain an ac-
curate model for Isub, we have to first derive an effective gate
length Leff of this irregular gate.

For a given spatial period of irregularity, W0, it can be dis-
integrated into several slices of different lengths and the same
characteristic width W0 along the width direction. Then the to-
tal subthreshold leakage (Itot) for this given shape of gate can
be approximately expressed as the integration of Isub of all the
slices along the width direction, as shown in Eq.(3).

Itot =

N∑
i=1

Ii (Li,W0) = I (Leff,W), (3)

where Leff is given by

Leff = Lmin + α ln
σW
W0
, (4)

where σ is a fitting parameter, and

σ =

√∑N
i=1 (Li −

∑N
i=1 Li

N )2

N
, (5)

where N is the total number of slices along the width direc-
tion. The value of N depends on the actual process. N can be
made smaller for sophisticated technology and larger for less
sophisticated technology. Li is determined by using scanning
electron microscopy (SEM). Typically, the gate length shows
random variation along the device width, which can be fitted
by the Gaussian function.

2.2.2. Compact physical model for subthreshold leakage
current

Based on the effective gate length model, we can express
Isub as a function of Leff. We have fabricated [100] NMOSFETs
with several different drawn gate lengths in 65 nm technol-
ogy on the wafer of (100) substrate, and a tensile stress lager
was deposited to examine the stress effects of Isub. Figure 4
shows the variation of Isub with Vds under different channel
gate lengths when the gate voltage is zero. It is shown that the
traditional model in Ref.[1] can accurately describe the behav-
iors of Isub when the channel gate length is 300, 180, and 100
nm, respectively. However, for the 65 nm technology, the tra-
ditional model is completely inapplicable because Isub grows
more severely as Vds increases. This can be understood as fol-
lows: for the 65 nm technology, the effect of drain induced
barrier lowering becomes very serious. Moreover, the gate is
not rectangular because of lithography as discussed in section
2.2.1. Both of the two factors lead to a large increase of Isub.
In addition, the stress effects grow more seriously in short-
channel devices and can not be neglected in the analysis of
Isub in 65 nm technology. Therefore, based on the traditional
model, we propose a new model for Isub in 65 nm technology
in this work. We establish the new model as the function of Leff

instead of regular L, and explore layout parameters SA and SB
to account for the stress effects of Isub (Fig.5 (a)). By evaluat-
ing different values for these two parameters, the unsymmetri-
cal stress effects of Isub are, for the first time, included in our
work (Fig.5 (b)). The proposed new model for Isub is shown as

Isub =
αsub

√
qεsiNcheff(W2 + αWW)

(V2
ds + αds1Vds + αds2) exp(αL1L2

eff + αL2Leff)

×
[
1 − exp(−Vds

VT
)
] [

2 − exp
(
− S A

S A0

)
− exp

(
− S B

S B0

)]
exp

(
Vgs − Vthlin

nVT

)
(1 + αbsVbs).

(6)
Table 1 shows the way of extracting the parameters in

this model. The comparison of our model with the measured
results in the typical condition (Vbs = 0, Vgs = 0) is shown
in Fig.4. It is shown that our new model is in sheer agreement
with the measured results.

2.2.3. Fast table look-up model for Isub simulation

As Equation (6) shows, Isub depends on Vds, Vgs as well
as Vbs. Due to the complex expression for Isub, it takes much
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Fig.4. Comparison of the proposed subthreshold leakage current model with measurement results in the 65 nm process: (a) Drawn gate length
= 300 nm; (b) Drawn gate length = 180 nm; (c) Drawn gate length = 100 nm; (d) Drawn gate length = 65 nm.

Fig.5. Layout parameters SA and SB explored in the proposed model: (a) SA and SB in the typical layout of MOSFET; (b) Comparison of our
model results with measured data, both are normalized by the value of Isub at SA = SB = minimum length.

more time to calculate Isub by using the physical model. To
reduce the simulation time, we develop a 3-D table for Isub

according to Eq.(6) to replace the previous complicated phys-
ical model. The superiority of using the table look-up model
to conduct leakage current analysis can be clearly understood
here. Once the table is established, the value of Isub under a set
of given Vds, Vgs and Vbs can be much more easily obtained
through searching the 3-D table.

Since the table for Isub needs 3-D data arrays, a 3-D La-
grange interpolation equation for our table model is developed
as

g(x, y, z) =
n∑

i=0

n∑
j=0

n∑
k=0

gi jk(
n∏

s=0
s,i

x − xs

xi − xs
)

(
n∏

r=0
r, j

y − yr

y j − yr
)(

n∏
t=0
t,k

z − zt

zk − zt
),

(7)

where gi jk is the value of the function when x = i, y = j, z = k.
If the point to be found is not in the table data, the 3-D in-

terpolation is conducted to obtain the Isub at this point by using
the points nearby. Since the table or the data array for Isub is

three dimensional, there are eight points in the table around it,
which construct a small cube. Therefore, the principle of the
3-D interpolation is to calculate the interpolation according to
Eq.(1) by using eight vertexes of the small cube that encir-
cles the point to be obtained. The linear interpolation can be
used in every dimension to achieve good results. However, the
relationship between Isub and Vgs is exponential, which leads
to extremely inaccurate results. Thus, we transform the expo-
nential relationship to linear relationship by using the semi-
logarithm coordinate in the Vgs dimension so that piecewise
linear interpolation can be used to obtain satisfactory results.
The semi-logarithm coordinate is also performed in the Vds di-
mension for the same reason. Moreover, Isub varies slowly with
Vbs, Thus, good results can be achieved through piecewise lin-
ear interpolation using the linear coordinate.

2.3. Spacing of data points

Two types of tables are available for table models, i.e. the
uniform grid and the nonuniform grid. Though the uniform
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Table 1. Extracting the parameters in this model.
Step Objective Bias voltage Selection of MOSFETs (Wµm/Lµm)

1 αds1, αds2 Vg = Vs = Vb = constant，Vd: 0−1.2V 10/0.06
2 αL1, αL2 Vg = Vs = Vb = constant，Vd = 1.2V 10/0.18,10/0.12,10/0.1,10/0.06,10/0.05
3 αsub, αW Vg = Vs = Vb = constant，Vd = 1.2V 1/0.06,0.6/0.06,0.3/0.06,0.12/0.06
4 αbs Vg = Vs = Vd = constant，Vb: 0−1.2V 10/0.06
5 S A0, S B0 Vg = Vs = Vb = constant，Vd = 1.2V S A, S B: 0.1，0.2，0.3，0.4，0.5，1.0 µm

Table 2. Speedup and errors of the table look-up model for Ijunc.

Interpolation Table size Speedup Average error Max error

1-D interpolation

40 2.45X 0.83% 1.54%
60 2.42X 0.62% 0.95%
80 2.38X 0.31% 0.73%

100 2.36X 0.29% 0.57%
120 2.33X 0.25% 0.45%

Table 3. Speedup and errors of table look-up model for Isub.
Interpolation Table size Speedup Average error Max error

3-D Interpolation

20 × 8 × 4 2.67X 1.25% 1.94%
24 × 12 × 6 2.65X 0.78% 1.53%
32 × 16 × 6 2.62X 0.54% 1.27%
36 × 20 × 8 2.59X 0.39% 1.11%
48 × 24 × 8 2.58X 0.31% 1.07%

voltage grid is fast and easy to implement, it would lead to
large table size, making it almost impossible to be applied in
many situations. This work uses the nonuniform grid because
it is generally superior to uniform grid in terms of accuracy,
performance, and memory requirement. We can set the ap-
propriate number of data points according to the variation of
leakage current with different voltages in different regions. For
example, the accuracy requirement for analog and mixed sig-
nal simulation necessitate a fine grid in the Vgs dimension for
small gate voltages. Furthermore, because the bulk bias effects
are very small and different bulk bias conditions would result
in similar current characteristics, a relatively coarse voltage
grid is sufficient in the Vbs dimension.

3. Experimental results and discussion

The new table look-up models proposed in this paper
have been implemented in the Hspice simulator. As discussed
before, the proposed physical models are accurate for MOS-
FETs with different sizes in 65 nm technology, so we estab-
lish corresponding table models for MOSFETs with different
W and L according to Eqs.(2) and (6). During the simulation
stage, the simulator calculates the bias voltages and then calls
the table models to obtain the corresponding leakage current.
Our table look-up models have been tested on several large-
scale industry circuits and obtained good results.

Table 2 shows the speedup and errors of using the pre-
sented table look-up models to calculate Ijunc . The notation
“40” in the second column represents a table which has 40
grids points in the Vds dimension. The third column shows the
speedup of the simulation time of the new table look-up model

compared with the traditional physical model. It is shown that
the average speedup using the table look-up model is 2.39X.
Note that the speedup of our model is little influenced by the
variation of table size. The fourth and fifth column are the av-
erage and maximums errors of using our table look-up model
for Ijunc analysis under different table sizes, respectively. It
can be observed that the 1-D interpolation causes only small
errors. Thus, the new table look-up model for Ijunc provides
very accurate results. The influence of the table size on the
table look-up model accuracy can be also seen in Table 2.
It is shown that the accuracy of the table look-up model im-
proves with the increase of the table size. However, when the
table size grows to a certain scale, the speed of the accuracy
improvement grows slowly. Therefore, there is a tradeoff be-
tween simulation accuracy and memory consumption.

The speedup and errors of using the presented table look-
up models to calculate Isub are shown in Table 3. The notation
“20×8×4” in the second column represents a table which has
20 grid points in Vds dimension, 8 points in Vgs dimension, and
4 points in Vbs dimension, respectively. This also means that
the total number of data points stored in memory is 640. We
can see from Table 3 that the speedup of the model for Isub (av-
erage 2.62X) is higher than that for Ijunc.This is because that
the calculation of Isub using the physical model consumes more
time due to its more complex expression. In addition, the 3-
D interpolation generates similarly small errors, and its accu-
racy also improves with an increase of table size. However, the
tradeoff between accuracy and memory space becomes more
serious here. The reason is that the 3-D data arrays with large
table size take up much more memory space than does the 1-D
data table.
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4. Conclusion

New compact physical models for subthreshold leakage
current and junction tunneling leakage current, which consider
the process variations and novel effects in the nano-scaled pro-
cess, are proposed in this paper. Novel table look-up mod-
els for leakage current analysis in 65 nm technology are then
developed by using the appropriate interpolation techniques
based on the presented physical models. Simulation results
show that the new physical models can accurately estimate the
leakage current in 65 nm technology and the use of the new
table look-up models for leakage current analysis can achieve
2.5X speedup on average in this paper.
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