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Abstract: A novel cascaded charge-sharing technique is presented in content-addressable memories (CAMs), which

not only effectively reduces the match-line (ML) power by using a pre-select circuit, but also realizes a high search
speed. Pre-layout simulation results show a 75.9% energy-delay-product (EDP) reduction of the MLs over the tradi-
tional precharge-high ML scheme and 41.3% over the segmented ML method. Based on this technique, a test-chip
of 64-word X 144-bit ternary CAM (TCAM) is implemented using a 0.18-um 1.8-V CMOS process, achieving an

1.0 ns search delay and 4.81 fJ/bit/search for the MLs.
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1. Introduction

A content-addressable memory (CAM) is an application
specific memory that allows its entire contents to be searched
in parallel and returns the matched address within a single
clock cycle!!. A binary CAM (BCAM) performs exact-match
searches, while a more powerful ternary CAM (TCAM) pro-
vides a pattern matching function with the use of “don’t care”.
A “don’t care”, or “x”, represents both logic “0” and “1”,
allowing a wildcard operation that is particularly attractive
in longest-prefix-match searches in network routers!?!. Other
CAM applications mainly focus on search-intensive domains,
such as database accelerator, image processing, cache mem-
ory, translation lookaside buffers (TLBs), and neural networks.
Still there is an increasing demand for CAMs with low power
and high search speed in these applications. The main CAM-
design challenge is to reduce the power consumption associ-
ated with the large amount of parallel active circuitry, without
sacrificing speed or memory density.

A basic CAM architecture® is illustrated in Fig. 1. CAM
cells are connected in parallel (NOR type) or in series (NAND
type) by a wire match line (ML). Data stored in a CAM are
searched by applying the reference word to the bit lines (BLs),
which run vertically, through bit line drivers. In a precharge-
high NOR type architecture!*!, the ML will be pulled down to
ground if any mismatch is detected. Otherwise, ML will keep
high if it is initially precharged to a high level. Sense ampli-
fiers (SAs) are used to sense the ML level to determine match
or mismatch. In case of multiple matches in a TCAM, a pri-
ority encoder is needed to select a single row, and to assert a
hit signal and the corresponding address of the selected row.
Usually, two SRAM bits are combined to represent 0, 1, and x
in a TCAM. As can be seen from Fig. 1, any search word pre-
sented is searched in parallel. The major portion of the CAM

i Corresponding author. Email: Centuryue @ gmail.com

Received 20 Noverber 2008, revised manuscript received 19 February 2009

EEACC:

1280; 2570D

power is consumed during this parallel comparison, where all
of the highly capacitive MLs are charged and discharged in
every cycle.

Many circuits and architectures have been proposed
to reduce the CAM powerP ! The NAND/AND ML
architecture!' 12! is useful to reduce CAM power due to the
serial nature of search operation. In order to achieve higher
speeds, a NOR ML architecture is preferred. Most approaches
try to reduce the voltage swing across the MLs!!3~161 whereas
some approaches use system level optimization!'”-!8!, Other
system level approaches try to minimize the pre-charging and
evaluating events!!®> 2%! utilizing the application specific prop-
erties, as in the cases of IP forwarding engines?!! and cache
memories??. Statistical results show that testing four least
(most) significant bits is sufficient to determine over 80% of
the mismatches?!- 22!, Thereby, the number of transitions in
the MLs is significantly reduced. However, further optimiza-
tion can be made from the aspects of both power and speed. So,
the energy-delay-product (EDP) of the CAM can be greatly
improved.
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Fig. 1. Simplified CAM architecture illustrating two types of CAM
cells.
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Fig. 2. The proposed match line architecture of the word circuit: (a) The detailed circuit of PreSelect 8 bits; (b) General architecture of the
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proposed architecture; (c) The detailed circuit of the two cascaded Segment.

A segmented ML was presented in Ref. [23]. In order to
implement charge sharing between segmented MLs to achieve
low power, the search lines (SLs) have to be reset to ground
in the precharge stage that doubles the SL. power. SL. power
has been a crucial problem in today’s CAM design. For exam-
ple, the SL power consumption in Refs. [24-26] amounted to
about 46%, 71%, and 82% of the total power, respectively.

In this paper, we present a cascaded charge-sharing tech-
nique that not only effectively reduces the ML power, but also
realizes a high search speed. The SL drivers remain to be of a
non-reset type. The main idea of the proposed scheme is that ,
based on the statistical results , we first filter out a large amount
of mismatched MLs using a small section of the CAM, and
then we accelerate the search speed in the remaining section.
So, the EDP of the total CAM is greatly reduced.

2. Proposed match line architecture

A general architecture for the proposed ML is shown in
Fig. 2(b). As can be seen, two parts are included in the word
circuit: the first part (the pre-select 8 bits) and the second part
(the remainder 136 bits). The CAM cell of the first part (M1)
is shown in Fig. 3(a). As can be seen from this figure, trans-
mission gates are used in order to achieve a full voltage swing
at node N in order to alleviate the leakage power of the static
logic (see Fig. 2(a)). The PMOS transistors MP1 and MP2 are
used to pull the node N to Vpp when a “don’t care” [(D1, D2)
= (0, 0)] is stored. The CAM cell of the second part (M2) is
shown in Fig. 3(b). For simplicity, the word line and the bit
line are not shown for both types of CAM cells.

The first part is composed of the pre-select 8 bits, with
its detailed circuit shown in Fig. 2(a). In Internet routers, test-
ing the four most significant bits is sufficient to determine over
80% of all mismatches?!!. So, in this work, eight most signif-
icant bits are used as the pre-select 8 bits, aiming to filter out a
large amount of mismatched MLs, which leads to a great deal
of energy reduction. The pre-select 8 bits, including the gated
clock logic, is implemented with static gates. Only if a match
occurs in the eight most significant bits, can the second seg-
ment start its evaluation by asserting Pre_0 low and Match_0
high in the evaluation stage (i.e., the high level of CLK). Usu-
ally, the match circuit is in the critical path of a CAM. So,
we implement the pre-select 8 bits with static logic in order
to “hide” its evaluation process in the pre-charge stage of the
CAM (i.e., the low level of CLK), during which the search
word is driven on the search line and the word circuit is being
pre-charged.

The second part consists of the remainder 136 bits. As
can be seen from Fig. 2(b), it is comprised of two branches
of two-stage cascaded segments, which are implemented by
a charge-sharing ML architecture. The detailed circuit of the
four segments is shown in Fig. 2(c). As can be seen from this
figure, the ML inside a block is divided into ML_a and ML_b
by the transistor MN1. In order to achieve a low voltage swing
to reduce the energy consumption, a stray capacitance is used
to implement charge sharing between ML_a and ML _b in the
evaluation phase. The circuit works in a pre-charge and evalu-
ation style. In the pre-charge phase, with Match_(n — 1) being
low and Pre_(n — 1) being high, ML _a is pre-charged to a high
voltage level and ML_b is pre-charged to ground. Then, in the
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Fig. 3. The detailed CAM cell circuit for (a) M1 of the first part and
(b) M2 of the second part.
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evaluation phase with Match_(n — 1) being high and Pre_(n
— 1) being low, charge sharing occurs between ML_a and
ML_b. The voltage level of ML_b after charge sharing is de-
termined by the stray capacitance ratio of ML_a and ML_b
[i.e., Vo = VppCa/(C, + Cp), where Vj is the voltage level of
ML_b after charge sharing, C, and Cy, are the stay capacitance
on ML_a and ML_b. In this design C, : C, = 2 : 1. That is,
the number of TCAM cells connected to ML_a is two times
the number connected to ML_b. So, Vy = 2Vpp/3 = 1.2 V].
Meanwhile, if any mismatches are found in ML_a or ML_b in
the evaluation phase, the ML_b voltage will remain at a volt-
age close to ground. Otherwise, the ML_b voltage rises to V.
A sense amplifier (SA) is used to sense the ML_b voltage to
detect a match or mismatch. Only if the preceding segment
detects a match, can the evaluation of the next segment be acti-
vated by asserting Match_n high and Pre_n low. Such cascaded
architecture leads to a further power reduction in addition to
that made by charge sharing.

If more segments are serial cascaded, more power will
be saved. But the search speed will be adversely affected. In
addition, the size of MN1 in Fig. 2(c) determines the process
speed of the charge sharing that affects the final search speed.
So, there should be an optimization process for the number
of cascaded segments and the size of MN1, which leads to an
optimized EDP of the word circuit. Section 3 discusses this
optimization process.

3. EDP optimization of the word circuit

In this section, the property of the proposed cascaded
charge sharing circuit is discussed. And then the EDP opti-
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Fig. 4. Performance variation with the number of stages: (a) Delay per
stage as a function of the number of stages; (b) Word circuit search
time as a function of the number of stages. The size of MN1 in Fig. 2
(c) varies from two times (2X) the minimum transistor size (0.44 ym)

to eight times (8X) the minimum transistor size.

mization method of the circuit is presented. The circuit sim-
ulation and implementation are carried out using a 0.18-um
1.8-V CMOS process.

3.1. Property of the cascaded charge sharing circuit

Assume that the 144-bit word circuit is composed of one
branch n cascaded segments (so, one stage equals one segment
here), whose detailed circuits are shown in Fig. 2(c), and that
inside each segment, the number of TCAM cells connected to
ML _a is two times the number connected to ML_b (i.e., C, :
C,=2:1).

Firstly, a different number of stages (or segments) greatly
affect the circuit evaluation speed. Figure 4 shows the search
time per stage and word circuit as a function of the number
of stages. The size of MN1 in Fig. 2(c) also affects the circuit
performance. Figure 4 shows this effect by plotting a group of
curves with the MN1 size varied from two times (2X) the min-
imum transistor size (0.44 um) to eight times (8X) the mini-
mum transistor size. As can be seen from Fig. 4(a), the delay
per stage decreases when the number of stage increases. The
delay time is defined here as the time period from the rising
edge of Match_(n — 1) to the falling edge of Pre_n in a full
match case in Fig. 2(c), both referred to 50% of Vpp. Also, it
can be seen that the delay per stage decreases when MNI1
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Fig. 5. Voltage glitch of Pre_n in case of a 1-bit mismatch on the ML _a
with MN1 being 2X side. When the word circuit is segmented from
1 to 3 stages,the voltage glitch decreases from 1.4925 to 0.09064 V.

becomes larger. Meanwhile, as can be seen from Fig. 4(b), the
search time of the word circuit linearly increases when the
number of stages increases. Also, the search time decreases
when MN1 becomes larger.

Secondly, voltage glitches will be generated on Match_n
in Fig. 2(c) in case of mismatches. This situation will be even
more pronounced when only a one bit mismatch occurs on
ML _a. Figure 5 shows such simulation results with MN1 hav-
ing a 2X size. As can be seen from this figure, more stages lead
to a smaller glitch. When the word circuit is segmented from
one to three stages, the voltage glitch decreases from 1.4925
to 0.09064 V. Meanwhile, a larger MN1 augments the glitch.
The latter effect is not shown in this figure for simplicity. A
glitch is harmful to the circuit performance. A strong glitch
not only generates a fake result, but also wastes a great deal of
energy. Therefore, efforts should be made to reduce glitches.
The shaded range in Fig. 6 shows the feasible number of stages
for different sizes of MIN1, given that the voltage of the glitch
should not exceed Vpp/2.

3.2. EDP optimization of the proposed circuit

As mentioned above, testing the four least (most) signif-
icant bits is statistical sufficient to determine over 80% of the
mismatches, and so a great deal of energy is saved. Any ad-
ditional effort made to reduce the energy will not achieve a
remarkable reduction on EDP. Instead, we try to accelerate the
search speed to achieve an optimized EDP.

Less stages lead to a faster search operation, but the glitch
will be bigger. For the sake of safety, we configure the circuit
as two stages with four segments. As can be seen from Fig.
2(b), every two cascaded blocks work in parallel with the other
two cascaded blocks. Based on this architecture, we give the
optimization process for the circuit. We first determine the size
of MP1, MN2, and MN3 in Fig. 2(c). These parameters can be
derived according to Fig. 4(a). As can be seen from this figure,
the stage delay is about 200 ps when the number of stages is
greater than two. Thus, the sizes of MP1, MN2, and MN3 are
determined so as to make the circuit finish the pre-charging/
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Fig. 6. Feasible number of stages for different sizes of MN1.

evaluation in about 200 ps. In detail,

(1) MP1: MP1 should be sized so that ML_a can be
precharged from ground to Vpp in about 200 ps.

(2) MN3: MN3 should not be a charge leakage bottleneck
when only one bit mismatch occurs on ML_a in the evaluation
stage. The MN3 is sized experimentally greater than 5X.

(3) MN2: MN2 should be sized so that ML_b can be pre-
charged from 2Vpp/3 to ground in about 200 ps.

Secondly, the size of MN1 should be finely re-sized by
sweeping the search time of the circuit. Figure 7 shows the
sweeping results. As can be seen, 2 to 3 um is advisable (note
that the glitch voltage should not exceed Vpp/2). The word cir-
cuit search time is about 500 ps. Post-layout simulations show
that the search time is 910 ps.

3.3. Performance comparison

In order to see the performance achievement of the pro-
posed circuit, we compare our work with two other types of
scheme, i.e., the conventional precharge-high!¥ and the seg-
mented ML??!, For fair comparisons, all experiments are car-
ried out in a 0.18-um 1.8-V CMOS process. For direct com-
parison, all three schemes have no pre-select circuit and so all
the word circuits size 136 bits.

The original word length in a segmented ML?*! was 72
bits. So, doubling 68-bit words that are connected in parallel
by an NAND gate forms a 136-bit word (8-bit pre-select cir-
cuit is excluded). The number of TCAM cells connected to
adjacent ML segments also keeps a ratio of 2 : 1, which is
the same as in the proposed work. In the energy calculation,
the energy overhead of the match sensor block in Ref. [23]
is not included. Although the energy consumption correlates
with the input pattern, we assume at least one mismatched bit
in each ML segment during the experiment. This assumption
is reasonable, given the fact that for a random and unbiased
probability input pattern, the mismatch probability for an ML
having a segment of 10 or more bits exceeds (1 — 1/2'0).

We defined the search time in Ref. [23] as the mini-
mum time period for the word circuit to give a search result
in case of a 1-bit mismatch that is preceded by seven con-
tinuous matches. SL driving and match result sensing, which
take about 200 and 300 ps, respectively, both lie in this critical
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Fig. 7. Search time of the word circuit for different sizes of MN1.

o

Fig. 8. Micrograph of the test chip.

path.

Table 1 shows a performance comparison of the proposed
scheme with the other two circuits. As can be seen, the pro-
posed scheme achieves 9.56 fl/bit/search with 500 ps search
time (The energy index seems high due to the charging of
DML in Fig. 2(c) in the precharge phase, but note that a pre-
select 8 bits circuits in Fig. 2 is employed that can statistically
reduce the ML power to 1/2% = 3.9%). This achievement shows
a 75.9% EDP reduction over the conventional pre-charge high
method®! and 41.3% over the segmented ML method?*!. Nev-
ertheless, the non-resetting SL driving scheme in the proposed
circuit will statistically result in half the energy consumption
compared to the other two.

4. Experimental results

The proposed test chip is fabricated in a 0.18-um 1.8-V
CMOS process, and the core area is 533 x 640 ,umz. The mi-
crograph of the proposed 64-wordx144-bit TCAM is shown
in Fig. 8. The clock signal of the proposed test chip is gener-
ated by a VCO. Random data is pre-stored in the chip; so, no
decoder is included in the micrograph. The searching data is
generated by a linear feedback shift register (LFSR), and the
average power consumption can then be measured.

The measured energy is 4.81 fI/bit/search. As mentioned
before, this figure is smaller than the value listed in Table 1
due to the pre-select circuit. Meanwhile, due to the energy con-
sumption of the pre-select circuit, the measured energy does
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Fig. 9. Measured waveforms of the test chip. The signal in Channel 2

is inverted for ease of measurement.

Table 1. Comparison of pre-layout simulation results with no pre-
select circuits.

Conventional ~ Segmented This
precharge ML 23 work
high
SL driving style Yes Yes No
(needs resetting )
Search time (ns) 2.19 1.40 0.5
Energy 9.07 5.82 9.56
(fJ/bit/search)
EDP 19.86 8.15 4.78
(ns-f]/bit/search)
Normalized EDP  100% 41.0% 24.1%

not approach the theoretical value of 1/28 = 3.9%, as given in
Table 1.

The measured waveforms of the test chip are shown in
Fig. 9. The search time measured here is from the rising edge
of Match_0 to the falling edge of Word_out (see Fig. 2). For
ease of measurement, the Word_out is inverted. As can be seen
from Fig. 9, the search time is 1.0 ns. So, the measured EDP
is 4.81 ns-fJ/bit/search.

5. Conclusion

A cascaded charge-sharing technique was presented in
this paper that not only effectively reduces the ML power, but
also realizes a high search speed. Using a small section of the
CAM, we first filtered out a large amount of mismatched MLs,
and then we accelerated the search speed in the remaining sec-
tion. So, the EDP of the total CAM was greatly reduced. Pre-
layout simulation results showed a 75.9% EDP reduction over
the conventional pre-charge high method® and 41.3% over
the segmented ML method!?}. The proposed 64-word x144-
bit TCAM was implemented using a 0.18-ym 1.8-V CMOS
process, and the measured EDP was 4.81 ns-fJ/bit/search.
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