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Abstract: This paper presents a CMOSGm–C complex filter for a low-IF receiver of the IEEE802.15.4 standard. A
pseudo differential OTAwith reconfigurable common mode feedback and common mode feed-forward is proposed
as well as the frequency tuning method based on a relaxation oscillator. A detailed analysis of non-ideality of the
OTA and the frequency tuning method is elaborated. The analysis and measurement results have shown that the
center frequency of the complex filter could be tuned accurately. The chip was fabricated in a standard 0.35 �m
CMOSprocess, with a single 3.3V power supply. The filter consumes 2.1mA current, has ameasured in-band group
delay ripple of less than 0.16 �s and an IRR larger than 28 dB at 2 MHz apart, which could meet the requirements
of the IEEE802.15.4 standard.
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1. Introduction

Recently, with the rapid development of the CMOS pro-
cess, more and more wireless communication systems are in-
tegrated on a single chip to reduce power consumption and
costs. For high integration, zero-IF and low-IF structures are
mainly adopted in receiver design, between which the zero-IF
structure suffers from the problems of DC offset, flick noise
and even-order distortionŒ1�, especially in narrow band systems
such as Bluetooth and IEEE802.15.4Œ2�, in which the power
of the signals centralized locate at the narrow band near the
DC frequencyŒ3�. Compared with zero-IF structure, the low-IF
structure solves those problems but has less imagine rejection
ratio (IRR)Œ4�. To intensively improve the IRR, a complex filter
is widely used in low-IF receiversŒ5; 6�.

There are two types of complex filters, namely passive
RC complex filter and active complex filter. The former has
the disadvantages of limited range of operating frequency and
lossy gain, while the latter has the general virtues of low power
dissipation, small chip area and high signal gain. However,
an active RC filter cannot work at a higher frequency due to
opamp frequency limitations, and the need for a much larger
opamp bandwidth over the filter cut-off frequency leads to
high power consumptionŒ7�. To reduce the power consump-
tion, Gm–C architecture with full differential OTA is com-
monly used, but it needs an additional common mode feed-
back (CMFB) circuit to fix the common mode potential at dif-
ferent high impedance nodes and suppress the common mode
signal, which introduces excess power consumption and sta-
bility problems. Meanwhile, the input dynamic range of a full
differential OTA is limited because of the tail current source.

To accurately tune the center frequency is the major chal-
lenge for a high precision complex filter realization. The ma-
jority of the reported frequency tuning circuits adopt phase lock
loop (PLL)Œ8� or tunable capacitor and resistor topologyŒ9�, to-
gether with an envelope detection technique to cancel the mis-
match in the process so as to optimize the performance of the
filter. Conventional PLL based tuning maintains a high accu-
racy with the cost of complexity in circuit design, while the
tuned passive component topology lacks accuracy due to the
limitations of the process.

This paper presents a pseudo differential OTA topology
and also a simplified tuning method for high dynamic in-
put range Gm–C complex filter design. With the combina-
tion of configurable CMFB and a common mode feed-forward
(CMFF) technique, the OTA has been proved by experiment
with excellent performances in terms of both linearity and in-
put dynamic range. The tuning method based on a relaxation
oscillator has been validated with high tuning accuracy. Much
detailed analysis of non-ideality about this OTA and tuning
method is elaborated and the related methods for optimization
as well. Such analysis results should facilitate analogous de-
signs.

2. Complex filter basic

Different from the real filter, a complex filter could achieve
asymmetrical amplitude and phase responses in the frequency
domain, which could be explained easily by complex signal
processing theory, as discussed in some of the literatureŒ10�.
For simplicity, assuming that the RF signal contains imagine
part located symmetrical with the desired signal around the LO
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Fig. 1. (a) Before complex mixing. (b) After complex mixing. (c) Grounded capacitor in complex filter.

frequency, and the LO signal has the undesired part due to the
mismatch of the I/Q path in an orthogonal receiver, as illus-
trated in Fig. 1(a). Thus, the desired signal at the mixer output
will be destroyed by the imagine signal, as shown in Fig. 1(b),
which requires a positive pass filter (PPF) or negative pass fil-
ter (NPF) to reject the undesired signal.

As depicted in Fig. 1(b), an obvious way to implement a
PPF in a low-IF receiver is to use a real lowpass filter, by using
s – j!IF to replace s in a Laplace transformation so as to trans-
late the center frequency from zero to !IF. To realize asym-
metrical responses in the frequency domain, additional com-
ponents are needed in circuit implementation, to cross cou-
ple the real and imaginary signal paths, which use the same
real lowpass filter. Figure 1(c) shows a schematic of the com-
monly used grounded capacitor in a complex filter, which is
implemented by cross coupling transconductance with differ-
ent signs, and results in admittance of j(! – !IF/C .

3. Filter architecture

Based on the requirements of the IEEE802.15.4 standard,
which gives a jamming resistance of 0 dB rejection at the adja-
cent channel (2 MHz apart from the desired signal) and 30 dB
rejection at the other channel, a third-order Butterworth com-
plex filter with a corner frequency of 650 kHz is designed to
meet the requirements with some margins. In order to mini-
mize the component numbers, compared with other types, the
multiple integrator loop feedback architectureŒ11� with the ad-
vantages of no floating capacitors and less sensitivity is chosen
as the real lowpass filter prototype.

As shown in Fig. 2, the differential topology is chosen to
achieve multiple feedback loops more conveniently than the
single-ended type in a cascade design of a filter. Note that the
whole complex filter in the low-IF receiver (PPF or NPF) can
be implemented using two such low pass filters with grounded
capacitors cross coupled, as shown in Fig. 1(c), which means
that the frequency shift is only determined by cross coupled
transconductance. Obviously, the transconductor plays a key
role in this design. Its performances will limit the filter trans-
fer characteristics, noise performance, linearity and power con-
sumption. The accuracy of the center frequency is determined
by the tuning method. Thus, in this work, we focus on the
design of a transconductor and the center frequency tuning,

Fig. 2. Differential third-order Butterworth low-pass filter.

respectively.

4. Proposed OTA architecture

Usually, the transconductor in a complex filter adopts a
fully differential OTA to achieve good performance. In general,
a fully differential structure has an improved dynamic range
over its single-ended counterpart. This is due to the properties
of any differential structure: better common mode noise rejec-
tion, better distortion performance, and increased output volt-
age swingŒ12�. However, the fully differential structure needs
an extra CMFB circuit to fix the commonmode potential at dif-
ferent high impedance nodes that are not stabilized by the neg-
ative differential feedback, and to suppress the common mode
signal on the whole band of differential operation. The CMFB
loop has to be designed carefully to avoid potential stability
problems, which increases the design complexity, power con-
sumption, and silicon area. Moreover, the frequency response
of the differential path is also degraded due to the added para-
sitic components involved in conventional CMFB schemes.

Consider the aforementioned disadvantages of fully dif-
ferential OTAs, and note that the node potential of cross cou-
pled and feedback transconductors in the filter can be fixed
by other transconductors, as shown in Fig. 2, in which only
the transconductors in the main path (without darken) need
CMFB. A pseudo differential transconductor with a config-
urable CMFB loop is proposed here. Compared with a fully
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Fig. 3. Pseudo differential OTA structure (a) with CMFB and (b) without CMFB.

differential structure, the pseudo differential one can provide a
larger input dynamic range and ease the stability problems. In
Fig. 3(a), the normal transconductor has a CMFB loop consist-
ing of PM7–PM9, NM7–NM9, while the OTA without CMFB
is shown in Fig. 3(b).

To improve the rejection to common mode signal at the
output, CMFF technique is adopted in this OTA. As illustrated
in Fig. 3(b), the CMFF is provided by four transistors of NM3,
NM4, PM3, and PM4. The current I1 C I2 contains the infor-
mation of common mode level of the inputs VICM as follows
(neglecting short channel effects),

I1 CI2 D Kp.W=L/1Œ.VDD �VICM �jVTPj/
2

C0:25V 2
d �: (1)

It should be noted that (I1 C I2//2 is being mirrored to the
output, yielding the desired extraction of the commonmode in-
formation VICM. Thus, the common mode current (I1 CI2//2 is
subtracted at the OTA output nodes. CMFF not only suppresses
the common mode signal generated by this stage but also de-
tects the common mode signal of the former stage and forms a
CMFB loop to the former stage, as shown in Fig. 3(b), which
makes it suitable in the cascade design of the complex filter.

Assuming PM3–PM6 have the same size, and as well as
NM1–NM6, the differential gain of the OTA is extracted as

gm D gpm1

gnm1

gnm1
C sCy

D
gpm1

1 C s=!y
; (2)

where Cy is the total parasitic capacitors associated to node Vy.
The CMFB loop gain can be expressed as

ACMFB D
gpm1

gnm1
C sCy

gnm3

gpm3
C sCx

gpm7

go C sCL
; (3)

where Cx is the total parasitic capacitors associated to node Vx,
go is the output conductance of the OTA, and CL is the load
capacitor, which also compensates the stability of the OTA.

The CMFF gain is given by

ACMFF D
gpm1

gnm1
C sCy

gnm3

gpm3
C sCx

: (4)

The total common mode gain is thus derived as

ACM D
ACMFF

1 C ACMFB
: (5)

Note that ACM, at low frequency, is much less than unity.
This is a result of the actions of both CMFB and CMFF cir-
cuits. With this low common mode gain, the proposed OTA
achieves a higher input dynamic range and good convenience
in cascade design without the sacrifice of the common mode
rejection ratio (CMRR).

Since the proposed OTA has an inherently common mode
detector, the CMFB is efficiently implemented. With appro-
priate arrangement of cascaded pseudo differential OTAs, a
separate CMFB circuit can be avoided; for instance, in a com-
plex filter, the potential at the cross coupled node only needs
one CMFB from the next stage to fix. This approach takes ad-
vantage of the OTAs used for differential mode operation to
render high rejection for common mode signals without extra
circuitry. So, the power consumption caused by the additional
CMFB circuit as in the traditional OTA structure can be re-
duced.

An output common mode control voltage VCM can be ap-
plied to tune the gm of this OTA, as illustrated in Fig. 3(a).
Also, each stage can be designed with the same input and out-
put common mode level to ease the cascade conditions, which
means that the biasing circuits of the OTA can be settled easily
only by one extra control voltage from the tuning circuit. Thus,
the tuning circuit only needs to give a common mode control
voltage VCM.
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Fig. 4. (a) Frequency tuning method diagram. (b) Relaxation oscillator.

5. Frequency tuning

5.1. Tuning method diagram

The center frequency of the complex filter is always differ-
ent from the designed value due to the process variations. Thus,
a frequency tuning circuit is needed for compensation. The tra-
ditional frequency tuning methods are commonly based on the
PLL technique, which is complex to design, though it has a
high tuning accuracy. Moreover, the oscillator in the PLL has
restricted conditions for initialization, which results in design
complexity. To avoid the frequency pulling effect, the load ca-
pacitances of the integrator in the PLL and the filter vary a lot,
which leads to a poor match, and results in degradation of the
tuning accuracy. Another tuning method using the tuned pas-
sive components lacks accuracy due to the limitations of the
process.

The tuning method proposed here consists of a relaxation
oscillator, two counters to measure the oscillator and reference
frequencies, a digital comparator, an up/down counter and a
simple DAC, as shown in Fig. 4(a). The relaxation oscillator is
based on the same OTA architecture used in the filter. Under
nominal conditions, the frequency of the relaxation oscillator
is equal to the desired reference center frequency (1 MHz).

The operation of the tuning circuit is described as follows.
After system reset, the 7-bit reference and oscillator counters
start counting until the reference counter reaches 64. At this

moment, the up/down counter is clocked to count up or down,
or held according to the output of the digital comparator, which
compares the content of the oscillator counter with Dref D 64.
The content of the 7-bit up/down counter is then converted to
an analog voltage VCM (via a 7-bit DAC) to control the fre-
quency of the oscillator (by controlling the value of gm through
VCM, as shown in Fig. 4(b)). When the reference counter over-
flows (reaches 128), it sends a reset signal to the oscillator
counter to begin a new frequency comparison cycle based on
the updated oscillator frequency. Eventually, the oscillator fre-
quency will reach the reference frequency within an error de-
pending on the DAC resolution. The same control voltage VCM
is applied to the common mode control circuits to tune the fre-
quency to the correct value. The 7-bit DAC is implemented
using a resistive string to ensure monotonicity and, hence, sta-
bility of the tuning loops.

5.2. Relaxation oscillator

The relaxation oscillator, as shown in Fig. 4(b), consists
of an OTA, two switches (SW1, SW2), two reference volt-
ages (Vb1, Vb2/, an integrating capacitor, and a fully differential
comparator. The transconductance of the OTA is controlled by
changing its common mode input level (VCM/. By applying a
constant differential voltage�V to the OTA, the output single-
ended current will be given by
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I D Gm�V: (6)

This output current is mirrored to the tail current source
(NM2) of a differential pair with an equal proportional ratio.
Another output current is also mirrored but with a proportional
ratio of 2 : 1 to a current source (PM2). The output current of the
differential pair is determined by these two current sources and
integrated on the capacitorC . The value of the output current is
always I / 2, but the polarity of that is controlled by the differen-
tial pair transistors.WhenNM4 turns off andNM3 turns on, the
current from PM2 charges the capacitor, as shown in Fig. 4(b)
by a solid arrow. In contrast, the capacitor is discharged with a
current value of I / 2, as shown in Fig. 4(b) by a dotted arrow.

The comparator compares the voltage on the capacitor (Vc/

with the reference voltage, which is selected by switches be-
tween Vb1 and Vb2 (Vb1 is larger than Vb2/. The comparison re-
sults control the switches and determine which transistor (NM3
or NM4) is turned on. Thus, the voltage Vc is changed between
Vb2 and Vb1, forming a triangular signal with the correspond-
ing slope of Gm�V /2C . The oscillation period including the
charged and discharged cycle is calculated as follows,

I

2

T

2
D

Gm�V

2

T

2
D .Vb1 � Vb2/C: (7)

So, the oscillation frequency can be expressed as

f D
1

T
D

Gm

4C

�V

Vb1 � Vb2
: (8)

A closer look at this equation indicates that the oscillation
frequency is determined by the transconductance Gm, which
is tuned by the common mode potential VCM. Therefore, after
tuning, a correct common mode potential VCM will be given to
the main filter to regulate the center frequency.

Apparently, the comparator used in this relaxation oscilla-
tor doesn’t need to design with hysteresis. Assuming that Vc
is larger than Vb1, the output of the comparator will control
the switches to select the smaller reference voltage Vb2. Also
during discharge, when Vc becomes smaller than Vb2, a higher
reference voltage of Vb1 is selected. Thus, the comparison re-
sults won’t be corrupted by the small jitter as in a traditional
comparator, because at the decision edge, once the decision is
made, the reference voltage is changed simultaneously, which
enlarges the difference between the two comparison input volt-
ages.

6. Non-ideality analysis and optimization

6.1. OTA non-ideality analysis

The filter performance will be influenced by the non-
ideality of the proposed OTA, including the finite input and
output resistances and the parasitic capacitances and mis-
matchesŒ13; 14�. As in the complex filter, the integrator is com-
posed with OTA and C. The non-ideal integrator will modify
the filter transfer function in terms of phase and amplitude.

The most bothersome modification is in phase with the
transfer function of the integrator, which is ideally –90ı at all
frequencies. The finite output resistance causes the phase of the
integrator at the unity-gain frequency larger than –90ı, making
an error in phase, namely the ‘lead phase’. This deviation of

the realGm–C integrator from its ideal behavior may introduce
significant distortions in the transfer function of Gm–C filters.
The differential mode transconductance of this proposed OTA
can be written as Eq. (2). Thus the ‘lead phase’ �� is given by

�� D � tan�1 !

!y
: (9)

Hence, the designed transconductance should have a high
output resistance. To improve it, a cascode structure is com-
monly adoptedŒ15�, but this introduces another phase error
problem, namely ‘excess phase’. The transconductance of the
OTA with a cascode structure has two poles. The lower one is
caused by output impedance, while the other is caused by the
inner node that always presents higher than unity-gain band-
width. The presence of the higher pole makes the phase of
the transfer function of the integrator at the unity-gain band-
width smaller than –90ı, for example, –94ı, which also mod-
ifies the transfer function of the filter near the passband edge
frequency, leading to distortion. Therefore, the cascode struc-
ture is not used in this OTA design, avoiding the above prob-
lem. Instead, long channel transistors are adopted to improve
the output impedance.

Real transconductors have parasitic input and output ca-
pacitances associated with them. For low frequency applica-
tions, these parasitic capacitances are much smaller than the
capacitances of the real capacitors used in filters to obtain their
integrators. But for high frequency applications, the real capac-
itors are forced to be small to get the high filter poles that we
need. Notice that the poles of a filter are given by expressions
of the type gm/C . So, to increase the pole frequency, we must
decrease the capacitance or increase the transconductance gm.
However, higher gm means larger input devices, which in turn
mean larger parasitic input capacitances. At high frequency,
we are also interested in increasing the output current capabil-
ities of the transconductor to be able to charge the capacitors
faster. However, again, more current capability of the output
devices comes along with larger output devices, which means
increased parasitic output capacitances.

At high frequency, these parasitic capacitances are no
longer negligible compared with the real capacitors in the filter,
if not taken properly into account, and will modify the transfer
function of the filter significantly, changing the intended posi-
tions of the poles or, even worse, creating additional poles. One
approach is to calculate these parasitic capacitances and take
them into account in the final value of the capacitors that will
be connected to the circuit. Another approach is to make all of
the capacitances of all the nodes the same by construction, in-
cluding parasitic capacitances, by adding appropriate dummy
devices.

6.2. Tuning error analysis

The maximum error in this frequency tuning method de-
pends on the accuracy of the DAC and relaxation oscillator.
Assuming in the implementation of this 7-bit DAC, the resis-
tive string has ˙10% variation due to the process, which will
introduce amaximum frequency error of˙0.078% for a 1MHz
center frequency. The accuracy of the relaxation oscillator is
more complex, which is affected by various factors, including
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Table 1. Performance parameters of the complex filter chip.

Parameter ChenŒ9� TeoŒ16� This work
Filter type 3rd-order Butterworth 5th-order Bessel-Chebyshev 3rd-order Butterworth
Center frequency (MHz) 4.092 20 1
Tuning accuracy (%) 3 7 0.3
IIP3 (dBm) 19 –7 9
Group delay ripple (�s) — 6 0.16
Noise (�Vrms) 80 — 18.5
Power supply (V) 1.8 1.8 3.3
Current (mA) 2.6 6 2.1
Process (�m) 0.18 0.18 0.35

Fig. 5. Voltage variations during charge and discharge operation.

comparator speed and delay time of digital circuits and also
non-ideal switches.

Figure 5 shows the voltage on the charging capacitor dur-
ing charge and discharge operation. At ideal operation, when
charged to Vb1, Vc will be decreased because the charge oper-
ation changes to discharge operation by the switches immedi-
ately. In contrast, Vc starts to increase when discharged to Vb2.
Clearly, we can see that when the switches are not ideal, and the
comparator has limited speed, digital circuits have delay time,
Vc will be charged to exceed Vb1 and discharge to below Vb2 un-
til the operation has been switched. As shown in Fig. 5, t1 and
t2 may be different and asymmetric due to the different delay,
which results in a square wave without a 50% duty cycle, as
shown in the measurement results. The delay time of the digi-
tal circuits is within several nanoseconds, and a corresponding
maximum tuning error of ˙0.2% is reasonable for 1 MHz cen-
ter frequency. Charge injection and clock feed-through due to
the non-ideal switches can be mitigated by using dummy tran-
sistors. Tuning accuracy will also be affected by the accuracy
of�V /(Vb1– Vb2/, as in Eq. (8). If the voltages Vb1, Vb2 and�V

are obtained from the same resistive string of the DAC, a high
accuracy can be achieved. Thus, this tuning method can obtain
a total tuning accuracy within ˙0.3%, making only 3 kHz er-
ror in the filter center frequency, which is quite tolerable for
the IEEE 802.15.4 standard.

7. Implementation and measurement results

According to the design optimization methods summa-
rized in the previous sections, we have designed a CMOS com-
plex filter for an IEEE802.15.4 low-IF receiver, in which the
pseudo differential OTA and frequency tuning method are em-
ployed.

The complex filter chip was designed in a 0.35 �m 4-

Fig. 6. Die micrograph of the fabricated complex filter.

Fig. 7. Transconductance varies with differential voltage and common
mode voltage.

metal 2-poly n-well CMOS process. Figure 6 shows the die mi-
crograph of the fabricated circuit. The circuit dissipates about
6.93 mW from a single 3.3 V supply. The performance para-
meters of the chip are summarized in Table 1, together with
some other works for comparison. Chen has chosen a tunable
capacitors and resistors scheme for frequency tuning, and the
noise level is relatively high. Teo has adopted PLL schemes
that show large power and poor tuning accuracy due to mis-
match.

Figure 7 validates the transconductance of the proposed
OTA versus the input differential voltages and common mode
voltages. The output shows great linearity with linear common
mode input voltages from 1.4 to 1.7 V, which should simplify
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Fig. 8. Oscillator output of a square wave without a 50% duty cycle.

Fig. 9. Addition and subtraction of the common mode voltage and the
differential voltage.

the design of the tuning circuits, such as the resistive string.
Also, when the differential voltage varies from –1 to 1 V, the
transconductance nearly keeps constant, which shows the large
input dynamic range.

Figure 8 gives the output wave of the relaxation oscillator,
which has a frequency of 1 MHz but a non-50% duty cycle.
This curve validates the previous analysis of the non-ideality
of the relaxation oscillator.

Figure 9 gives the addition and subtraction function of the
common mode voltage and differential voltage in the input of
the relaxation oscillator. When a 1.64 V DC voltage is applied
as the commonmode voltage, together with a linear differential
input voltage from 0.04 to 0.2 V, the circuit exhibits a great
linearity, as shown in the curve.

The transfer function of the complex filter is measured by
a frequency spectrum analyzer. Normally, an S-parameter an-
alyzer is needed to measure the negative frequency response,
because the complex filter has an asymmetric response in the
frequency domain. Thanks to the characteristics of the complex
filter, the different phase sequence means a different frequency
shift direction but the same filter transfer function. So, to mea-
sure the negative frequency response, the input 4-orthogonal
phase should switch its sequences. For instance, a phase se-
quence (0ı, –180ı) and (–90ı, –270ı) of I/Q path individually

Fig. 10. Complex filter transfer function.

results in a positive frequency shifting, as in this design. Thus,
for a 1 MHz center frequency, to measure the filter response at
–1 MHz, which is 2 MHz apart from its center frequency, we
can change the phase sequence to (0ı, 180ı) and (90ı, 270ı),
then measure the response at 1MHz, which is also 2MHz apart
from its current center frequency (–1 MHz).

A passive polyphase network is used to generate a 4-
orthogonal signal. However, it only generates the same am-
plitude and the exact orthogonal phase at one frequencyŒ17�.
Considering the difficulty of generating a wideband orthogonal
signal, we tune the passive R and C to generate an orthogonal
signal with a space of 200 kHz in this test. Figure 10 shows
an attenuation of 1 dB at the center frequency due to the fi-
nite output resistance of the transconductor and an image rejec-
tion ratio (IRR) larger than 28 dB at 2 MHz apart, which could
meet the requirements of the IEEE802.15.4 standard. The solid
line with ‘*’ shows the positive response of the complex filter,
while ‘o’ denotes the negative response, which is apparently
asymmetric in the frequency domain. To verify the reliability
of the tuning circuit, a common mode voltage is set different
from the designed value and the chip is tested without the tun-
ing circuit. The response as shown in Fig. 10 with a dotted line
looks like a shift just from the solid line. This test validates
that, if there are some variations in process (represented by the
dotted line), the tuning circuit will tune the center frequency
correctly to the designed value (represented in the solid line).

8. Conclusion

A CMOS third-order Butterworth complex filter for an
IEEE802.15.4 low-IF receiver has been analyzed in terms of
OTA non-ideality and tuning accuracy to identify the limiting
factors, and then the optimized filter has been implemented.
For the proposed pseudo differential OTA, the cascade design
in filter has been effectively achieved by the inner CMFF and
CMFB technique, and the design of a cross coupled transcon-
ductor is simplified. Long channel transistors are adopted to
optimize the non-ideality of this OTA, which only results in a
1dB attenuation at the center frequency. The analysis also indi-
cates that the delay and non-ideality switches are critical issues
for the tuning accuracy. However, by using dummy switches
and a high-speed comparator, the filter has shown great immu-
nity to such non-ideality. The complex filter chip has been fab-
ricated andmeasured. An IRR larger than 28 dB at 2MHz apart
is achieved and an in-band group delay ripple less than 0.16
�s, a tuning accuracy within 0.3% are also achieved, making
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the complex filter meet the requirements of the IEEE802.15.4
low-IF receiver.
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