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Regular FPGA based on regular fabric
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Abstract: In the sub-wavelength regime, design for manufacturability (DFM) becomes increasingly important for
field programmable gate arrays (FPGAs). In this paper, an automated tile generation flow targeting micro-regular
fabric is reported. Using a publicly accessible, well-documented academic FPGA as a case study, we found that
compared to the tile generators previously reported, our generated micro-regular tile incurs less than 10% area
overhead, which could be potentially recovered by process window optimization, thanks to its superior printability.
In addition, we demonstrate that on 45 nm technology, the generated FPGA tile reduces lithography induced process
variation by 33%, and reduce probability of failure by 21.2%. If a further overhead of 10% area can be recovered
by enhanced resolution, we can achieve the variation reduction of 93.8% and reduce the probability of failure by
16.2%.
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1. Introduction

As feature size has decreased dramatically in recent years,
backend designers not only need to make sure that the function
of the layout is correct but also that they determine the kind of
layout style that could be better printed on the wafer, in other
words, they need to achieve small variation and low probabil-
ity of failure. These new requirements bring a new challenge,
known as design for manufacturability (DFM).

DFM has often been marketed by the field programmable
gate array (FPGA) industry as an advantage over application-
specific integrated circuits (ASICs). However, as leading users
of advanced process nodes, FPGA companies themselves are
not shielded from printability problems: even though FPGAs
are largely constructed by repeating tiles, each tile is complex
enough that DFM techniques have to be employed.

In a recent keynote paper by Pillage et al.Œ1� (henceforce
referred to as the Carnegie Mellon University study or CMU
study), the notion of macro-regularity (property of circuits
that use a small, limited number of cells) and micro-regularity
(property of circuits that use a limited number of layout con-
structs) is distinguished. It was empirically validated that vari-
ous regular fabrics can be used to construct micro-regular cir-
cuits with comparable area as traditional circuits, with signifi-
cantly better printability.

In this paper, the CMU study is extended and applies
micro-regularity in the context of FPGA by reporting a micro-
regular FPGA fabric. More specifically, wemake the following
contributions:

(1)We report an automatic tile generation flow in the same
spirit of Refs. [2, 3], while targeting micro-regular fabric. Al-
though not all techniques used by the reported flow are new, we
believe that the synthesis and adaptation of these techniques to
produce a competitive layout is critical to establish the credi-
bility of the rest of the study.

(2) We quantify the “area overhead” of micro-regular fab-
ric against that generated by previously reported tile genera-
tion approaches using the same design rules. Although it is
understood that the use of micro-regular fabric enables de-
sign/process co-optimization, thus leading to the recovery or
even better area by using more aggressive design rules, we
leave the quantification of such a tradeoff to more resource-
ful readers. Nevertheless, we hope our reported overhead can
help one assess if such further study is worthwhile.

(3) We quantify the benefits of micro-regular FPGA fab-
ric on both process variation (relating to parametric yield) and
functional yield. Note that these results have not been previ-
ously reported and thus are complementary to CMU study,
which focuses on printability.

The remainder of the paper is organized as follows. Sec-
tion 2 introduces the background and related work. Section 3
introduces our proposedmicro-regular FPGA fabric generation
flow, including grid selection, cell library building and tile gen-
eration. Section 4 details the evaluation methodology. Finally,
we report our results and draw conclusions.

2. Background and related work

2.1. FPGA physical architecture

FPGAs are well known for their regular, repetitive logic
architecture. This is reflected in their physical architecture,
where a basic building block, known as a tile, is repeated many
times. An example of classic island-style FPGA architecture is
shown in Fig. 1, where each tile consists of basic logic ele-
ments (BLEs), BLE input connection blocks (ICBs), BLE out-
put connection blocks (OCBs) and routing switch blocks (SBs).
A BLE in turn consists of a look up table (LUT), LUT ICB,
flip-flop (DFF) and output multiplexer. From this figure, it can
be seen that an FPGA tile can be constructed from a small set
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Fig. 1. FPGA tile architecture.

of library cells.

2.2. FPGA tile layout automation flow

In commercial FPGA design, the FPGA core tile repeats
in the order of 10,000 timesŒ4�. It is thus essential to achieve
high layout efficiency in tile design. The transistor-level and
layout design of a tile is particularly labour intensive and time
consuming, with the latter reportedly taking from 9 months to
a yearŒ4� to develop.

Motivated by reducing the tile design time, several efforts
to automate tile layout generation has been attempted. These
efforts vary with different design flows.

(1) Standard cells with standard tools (SS). In this design
flow, the FPGA tile architecture is directly written in RTL, and
then synthesized and laid out using a standard cell library and
design flowŒ5�7�. This method makes it easier to use the FPGA
in embedded context while the area overhead is significant.

(2) Custom cells with custom tools (CC). In this design
flow, the cells are custom designed, then they are used by a
custom designed placer and router to generate the final lay-
outŒ2�4; 8�11�. The area of the generated layout was reported
as within a factor of two of the manually designed tiles, 33%
smaller than the tile generated by SS flow.

(3) Custom cells with standard tools (CS). Since the stan-
dard cell library cannot implement FPGA tiles efficiently, a
remedy to this is to judiciously introduce custom cells, in ad-
dition to standard cellsŒ7�. By adding custom multiplexer cells
that reduce waste of the nwell area, an improvement of 42%
was achieved over the SS flow.

2.3. Regular design fabric

The regular design fabrics are proposedŒ12; 13� precisely to
reduce the limit of the layout patterns in a design. The fabrics
in general obey the following rules:

(1) All non-contact layers are restricted to one orientation.
Given an orientation of a layer, we can distinguish those edges

Fig. 2. Regular design fabric.

along the designated direction as the line edges, and the per-
pendicular edges as the end edges.

(2) All non-contact layers are restricted to be placed on the
multiple of a minimum horizontal or vertical fabric grid. The
exactmultiple for a layer defines its layer grid. Accordingly, the
contacts and vias are allowed on the grid intersection points of
the layers that they connect.

(3) The layer pitch of a non-contact layer is defined as the
minimum distance between corresponding line edges of adja-
cent, parallel rectangles. Note that the layer pitch of a layer is
not necessarily equal to its layer grid.

The different configuration of layer orientation, grid and
pitch then defines the different regular fabrics. The number of
possible layout patterns is implicitly controlled by these con-
figurations. Figure 2 shows one such configuration adopted by
this paper, called the front-end-of-line (FEOL)-limited fabric.
A limited number of exceptions can be made to allow Metal1
running horizontally to reduce the number of non-redundant
vias. These are called wrong-way Metal.

3. Micro-regular FPGA

Micro-regular design involves first deciding the layout
parameters for the chip layout. These include factors such as
the cell heights and the placement grid size. Next, a cell library
is created for each netlist component found in the FPGA ar-
chitecture, such as SRAM cells or multiplexers. This library
is then used as the basic building blocks to create our FPGA
where an FPGA architecture description is technology mapped
to the basic building blocks. The resulting netlist is then place-
and-routed to generate the final FPGA tile layout.

3.1. Designing the grid

To better leverage the standard placement and routing
tools, we decide to build cells on the fabric using the same cell
height (with the exception of SRAM and multiplexer cells) but
variable width. The remaining parameters to decide are the fab-
ric grid size, as well as the cell height. The grid size is chosen as
the minimal value that can avoid the design rule variation and
the cell height is chosen considering the routability and area.
In our work, the height is set to be 9 VGrid.
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Fig. 3. Split transistor chaining to avoid diffusion rounding.

Fig. 4. The layout of SRAM bit mapped onto regular design fabric.

3.2. Designing cell library

Decades of research on the layout generation of CMOS
logic cells has been reportedŒ14�17�. The basic flow of these
methods includes transistor pairing, folding, chaining and or-
dering. The key objective of the flow is to share the diffusion
to save area.

We augment such a flow with the option of diffusion split-
ting due to a corner rounding problem that we will discuss in
detail in Section 4.1. In a nutshell, whenever the widths of
neighboring transistors differ, the printability problem leads
to larger variation in transistor length. As a design trade off
between area and variation, we allow the generation of cells
without corner rounding by automatically splitting the transis-
tor chain in such cases. As shown in Fig. 3, this costs 1 H in
cell width.

All of the layout generation algorithms are implemented
using the Pycell studioŒ18� of CiranovaŒ19�. Below we discuss
in detail the design of SRAM and MUXes, which are found
ubiquitous use in the tile and require special attention.

3.2.1. SRAM cell design

Figure 4 shows the SRAMbit layout mapped to the regular
design fabric. Note that a layout topology different from tradi-
tional SRAM is chosen in order to satisfy the fabric constraints.
The SRAM bit is designed to be 3 HGrid wide and 12 VGrid
high (3 H � 12 V). Note in particular that the wrong-way metal
is used to connect the cross coupled inverters in order to reduce

Fig. 5. Mirroring technology used to build MEM4 � 4 cell.

cell area and non-redundant via count.
We use the grouping method introduced by EgierŒ3� to

achieve further area reduction by the mirroring and abutting
technique commonly found in SRAM cell array design. As
shown in Fig. 5, the SRAM bit is first mirrored in horizon-
tal and vertical direction, then abutted together. As shown in
Figure 4, the abutting boundary is designed to be 2 H � 11 V,
smaller than the cell bounding box. This enables the sharing of
PDATA, VDD, GND and PROGRAMport. This technique can
reduce the area of the SRAM bit group, and the more SRAM
bits are grouped, the more active area that will be saved. For
example, a 4 � 4 group needs only 9 H � 44 V dimension, as
opposed to 12 H � 48 V dimension. On the other hand, larger
grouping may result in more routing congestion.

We chose to group SRAM bits into a 4 � 4 bit array, and a
single cell named MEM4�4 is introduced into the cell library.
Since the MEM4�4 cell is placed with the rest of the cells in a
standard cell form factor, special attention should be paid to the
boundary of the SRAM bit group to maintain the layout regu-
larity and avoid design rule violation. Dummy cells are inserted
tomaintain the continuity of pwell and nwell, and this takes one
horizontal grid space at both horizontal sides of the SRAM bit
group. In addition, the MEM4�4 cell height needs to be the
multiple of chosen standard cell height. These considerations
lead to the final area of MEM4�4 to be 11 H � 45 V.

3.3. MUX cell design

To simplify the generation of high fan-in MUXes, we first
map 4-input MUX (4-MUX) onto regular design fabric and
then use it as a basic block. The layout of 4-MUX is shown
in Fig. 6. The traditional diffusion sharing technology is used
to save diffusion area, and transistor pairing is used to share
the transistor gate. The output of the first level pass transis-
tor is fed to the second level pass transistor through the metal
routing. The area of 4-MUX is 6 H � 9 V.

Similar to SRAM bit grouping, special attention should be
paid to the boundary ofMUXes. Since there are no PMOS tran-
sistors in the MUX, the dummy cells are added at the bound-
ary to maintain the continuity of pwell and nwell. For example,
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Fig. 6. The layout of 4-input MUXmapped onto regular design fabric.

Fig. 7. Demonstration of transistor variation.

The 4-input LUT is implemented using a 16-input MUX, and
its dimension is 17 H � 18 V.

4. Evaluation metric

The primary evaluation metrics to evaluate our micro-
regular FPGA fabric is process variation and probability of fail-
ure.

4.1. Variation

There are two major sources of variation during manufac-
turing which affect device performance: lithography variation
and doping fluctuation. Since doping cannot be possibly influ-
enced by layout design, and past researchŒ20� shown that the
magnitude of lithography variation is comparable to doping
fluctuation, we therefore focus on quantifying lithography vari-
ation of FPGA tiles.

As described in Refs. [21, 22], the imperfect layout print-
ing affects the transistor gate dimension, which in turn affects
the drive and off current of the transistor, and finally the per-
formance of the circuit. Since the performance of FPGA circuit
is undefined before an application circuit is defined, we report
on the variation of gate dimension. There are three dominant
sources of lithography variation causing gate-dimension vari-
ation: (1) diffusion and poly corner-rounding, (2) line-end ta-
pering under overlay error and line-end pullback, (3) critical
dimension (CD) variation.

Diffusion and poly corner-rounding: As shown in Fig. 7(a),
the transistor width is affected by the diffusion rounding
caused by the mismatch between neighboring chaining transis-
tor width, and transistor length is affected by the poly round-
ing caused by the poly routing. The variation caused by corner
rounding is modeled using the same method in Ref. [21].

Line-end tapering under overlay error and line-end pull-
back: As shown in Fig. 7(b), the erosion of the poly line-end

causes the line-end tapering and pullback. Under overlay er-
ror, the transistor length may vary. The line-end tapering can
be modeled using the method proposed by Gupta in Ref. [23],
where the tapering shape is modelled as a super-ellipse.

CD variation: CD uniformity (CDU) is another major con-
tributor to the change in transistor length. CDU is usually de-
scribed by a normal distribution, which captures the depen-
dency on exposure dose and focus variations.

After determining all terms from different sources, the total
variation is calculated by Eq. (1).
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4.2. Probability of failure

Probability of failure (POF) is used to characterize the IC
functional yield. There are threemajor sources of IC failure: (1)
contact hole failure, (2) overlay error coupled with lithographic
line-end shortening, (3) random particle defects. They can be
characterized using the method described below.

Contact hole failure: The contact hole failure can be rea-
sonably approximated by multiplying the number of non-
redundant contacts in the layout and the contact hole failure
rate.

Overlay error coupled with lithographic line-end shorten-
ingŒ22�: The overlay error between poly and diffusion layermay
cause the line-end shortening. It can be calculated by measur-
ing the probability of the poly line end shifted down to the dif-
fusion edge.

Random particle defects: Critical area analysisŒ24� is used
to capture the failure caused by random particle defects (RPD).
The critical area can be breakdown to the open and short area
in poly, contact and metal1 layers.

After determining all terms from different sources, the total
POF is calculated through Eq. (2).

POFtotal D 1 � .1 � POFcontact/
� .1 � POFoverlay/.1 � POFRPD/: (2)

5. Experimental results

5.1. Methodology and settings

5.1.1. FPGA tile architecture

Although lacking some features of modern FPGA archi-
tectures, the well-documented, publicly available academic
FPGA named POWELL developed at University of TorontoŒ3�

was chosen as the yard stick for fair, repeatable comparisons.
Industry readers are encouraged to add their own grain of salt
in interpreting the results. The architecture setting of POWELL
is shown in Table 1. All the routing tracks use bidirectional
buffered switches.

5.1.2. Comparison methodology

We would like to evaluate the relative merits of proposed
micro-regular tile against what was previously reported by SS,

085015-4



J. Semicond. 2011, 32(8) Chen Xun et al.

Table 1. FPGA tile architecture parameters.
Parameter Value
LUT input count (K) 4
Number of LUT in BLE (N ) 3
Number of BLE input (I ) 8
Number of tracks (W ) 20
Number of tracks connected to BLE
input (Fc;input)

12

Number of tracks connected to BLE
output (Fc;output)

20/3

Routing tracks length 4

Table 2. Different implementation of FPGA tile.
Tile Technology Purpose
180 NCR 0.18 �m area
180 CR 0.18 �m area
180 CC 0.18 �m area
45 NCR 45 nm manufacturability
45 CR 45 nm manufacturability
45 SS 45 nm manufacturability

CS, and CC flows (refer to Section 2.2). Given the lack of ac-
cess to actual tools used by previous studies and given that
misleading conclusions might be drawn if naively citing the
published data obtained often by different experiment settings,
we adopted the following comparisonmethodology to compare
process variation and the probability of failure.

(1) Since we are given full access to the original POWELL
chip produced by GILES, which is developed on TSMC 0.18
�m technology, we compare the proposed method against the
CC flow on the same technology to evaluate area overhead.We
believe this comparison is representative for both CC and CS
flow since they reportedly produce comparable area.

(2) Since process variation and probability of failure are
more relevant in more advanced technology, we evaluate them
on the publicly accessible 45 nm FreePDK technologyŒ25� with
the 45 nm Open Cell Library V1.3Œ26�. Since we do not have
access to the previous GILEs tool, we produce the results of the
SS flow using standard commercial CAD tools. This provides
a fair area comparison between our approach and the previous
work in Ref. [2].

(3) Given the difficulty, we cannot reproduce variation
and functional yield results for CC and CS methodology on
FreePDK 45 nm technology. However, we believe this is un-
necessary since they should be very similar to those of the SS,
which we report in detail.

We compare six tile implementations of the same POW-
ELL architecture. In Table 2, 180 NCR and 180 CR are
the proposed micro-regular fabric technique using no corner
rounding and corner rounding respectively. These are using
the TSMC 0.18 �m technology, 180 CC is the original GILES
generated tile, 45 NCR and 45 CR is the proposed micro-
regular fabric on the 45 nm FreePDK technology and 45 SS is
produced by standard cell methodology (using custom SRAM
cell design).

An RTL model for POWELL is written in Verilog to im-
plement the SS flow. The same types of cells, transistor sizes,
and the cell netlist (kindly provided by POWELL authors) are
used to generate micro-regular tiles.

Table 3. DRE layout style parameters for 45 SS evaluation.
Parameter Value
Power-straps metal 1
Cell height 1400 nm
Cell unit-width 190 nm
Fixed gate-pitch no
1D-poly no
Limited poly routing no
Discrete cell width yes
Input pin access requirement on M1 yes
Output pin access requirement on M1 yes

Fig. 8. Variation analysis. (a) 45 SS corner rounding. (b) 45 CR corner
rounding.

5.1.3. Parameter settings for variation and probability of
failure evaluation

The variation and POF is strongly affected by the choice of
process control parameter. We choose the same process control
parameters as reported in Ghaida’s paperŒ27�, which are origi-
nal derived from projected values from ITRS technology road
map. We also used the DRE tool developed by the same au-
thors to evaluate the variation and POF for 45 SS. Because the
layout style parameters of DRE will affect the calculation, we
list them in Table 3.

5.2. Process variation and probability of failure result

Table 4 to 6 list all cells used to build FPGA tile and their
individual variation and POF parameters. Here, the row labeled
“Accumulated” gives the accumulated value for these para-
meters. The row labeled “Total” gives the total variation and
POF values. This final row is equivalent to the variation and
POF of the tile since each cell and process affect is treated as
an independent event. The column labeled “Cell count” shows
the number of cells used in the tile and the “Transistor width”
column shows the total transistor length in the cell which will
be used to calculate “Accumulated” value for the variation.

More information is given in Figs. 8 and 9, which give the
individual contributions of different cell types for the target
variation and POF parameters. Figures 8(a) and 8(b) refer to
corner rounding caused variation. Since CDU caused variation
is uniform for all the cells and line-end tapering caused varia-
tion is small, we do not plot them here. Figures 9(a), 9(b) and
9(c) show the RPD caused failure, and Figures 9(d), 9(e) and
9(f) show the contact caused failures.

From the tables, we can see the total tile variation when
using our approach with no corner rounding (45 NCR) is re-
duced by 93.8%when compared to 45 SS and the POF reduces
by 16.2%. When using corner rounding, our approach reduces
variation by 33% and POF by 21.2%.
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Table 4. Area, variation and POF of 45 SS.
Cell Cell Transistor Variation (%) POF

Cell
count area width CDU Corner Line-end RPD Contact Overlay

(�m2) (�m) rounding tapering (�10�10) (�10�10) (�10�8)
(�10�4)

AOI21 X1 8 1.064 9.35 0.783 0.355 2.75 1.45 4.00 1.12
AOI21 X2 8 1.064 1.87 0.783 0.353 1.37 1.51 4.00 1.12
AOI22 X1 16 1.330 1.30 0.783 0 2.64 1.98 5.20 1.12
AOI221 X1 20 1.596 1.91 0.783 0.347 2.25 2.33 6.00 1.12
AOI222 X1 8 1.862 2.34 0.783 0 2.20 2.97 8.00 1.12
AOI222 X4 8 3.724 9.36 0.783 0 1.16 6.40 1.28 1.12
TBUF X2 111 1.596 1.17 0.783 2.16 1.52 0.749 2.20 1.12
INV X1 63 0.532 0.225 0.783 0 3.81 0.659 2.00 1.12
INV X4 2 0.532 0.900 0.783 0 0.953 0.563 2.00 1.12
MUX2 X1 46 1.862 1.980 0.783 0.938 2.60 3.23 8.40 1.12
NAND2 X1 136 0.798 0.530 0.783 0 3.23 0.992 2.80 1.12
NAND3 X1 8 1.064 0.915 0.783 0 2.81 1.35 3.60 1.12
NOR2 X1 49 0.798 0.570 0.783 0 2.64 0.993 2.80 1.12
NOR2 X2 4 0.798 1.14 0.783 0 2.64 1.01 2.80 1.12
OAI21 X2 3 1.064 1.83 0.783 0.517 1.41 1.53 4.00 1.12
OAI211 X1 8 1.596 1.34 0.783 0.371 2.56 1.85 4.80 1.12
OAI22 X1 20 1.330 1.30 0.783 0 2.64 1.85 4.80 1.12
OAI22 X2 8 1.330 2.60 0.783 0 1.32 1.85 4.80 1.12
OAI221 X1 16 1.596 1.77 0.783 0.563 2.43 2.35 6.00 1.12
OAI221 X2 16 1.596 3.53 0.783 0.536 1.22 2.47 6.00 1.12
DFF X2 3 5.586 4.77 0.783 1.85 2.52 8.56 0.220 1.12
SRAM bit 241 2.128 0.58 0.783 0 1.65 0.810 6.00 1.12
Accumulate 0.783 0.555 2.18 1010 3640 1.12
Total 802 1205.51 820.68 1.338 4:76 � 10�7

Table 5. Area, variation and POF of 45 SS.
Cell Cell Transistor Variation (%) POF

Cell count area width CDU Corner Line-end RPD Contact Overlay
(�m2) (�m) rounding tapering (�10�10) (�10�10) (�10�13)

BUFFER 128 1.305 1.07 0.083 2.21 0 0.932 4.80 4.18
DFF 3 3.915 1.74 0.083 0.71 0 2.52 0.124 4.18
INVX1 26 0.653 0.45 0.083 0 0 0.387 2.00 4.18
INVX2 86 0.653 0.45 0.083 0 0 0.387 2.00 4.18
INVX4 13 0.979 0.90 0.083 0 0 0.556 3.20 4.18
LUT4 3 11.09 7.20 0.083 0 0 6.36 32.4 4.18
LR 10 0.979 0.60 0.083 0 0 0.733 3.20 4.18
MEM4x4 16 17.95 9.28 0.083 0 0 11.3 60.8 4.18
MUX12 20 9.135 5.76 0.083 0 0 5.91 2.60 4.18
MUX2 3 0.979 0.18 0.083 0 0 0.518 2.40 4.18
AND 111 0.979 0.60 0.083 0 0 0.572 2.80 4.18
TRIBUF 111 1.958 1.25 0.083 1.89 0 1.17 6.00 4.18
Accumulate 0.083 0.816 0 697 3050 4.18
Total 530 1106.31 694.41 0.899 3.75 �10�7

Table 6. Area, variation and POF of 45 SS.
Cell Cell Transistor Variation (%) POF

Cell count area width CDU Corner Line-end RPD Contact Overlay
(�m2) (�m) rounding tapering (�10�10) (�10�10) (�10�13)

BUFFER 128 1.631 1.07 0.083 0 0 1.11 5.60 4.18
DFF 3 4.568 1.74 0.083 0 0 2.87 14 4.18
TRIBUF 111 2.284 1.25 0.083 0 0 1.35 6.80 4.18
Accumulate 0.083 0 0 741 3250 4.18
Total 530 1186.24 694.41 0.083 3.99 �10�7
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Fig. 9. Probability of failure analysis. (a) 45 SS RPD. (b) 45 CRRPD.
(c) 45 NCR RPD. (d) 45 SS contact. (e) 45 CR contact. (f) 45 NCR
contact.

Let us discuss in more detail on how the reduction on vari-
ation is achieved. By using regular design fabric, we can avoid
the variation caused by line-end tapering because the minimal
poly to diffusion extension is set to be 70 nm, larger than the
55 nm required by design rule. In addition, the fixed poly pitch
naturally improves CDU’s 3� value. For 45 NCR, by carefully
choosing the transistor width, we avoid the diffusion rounding
in MEM4 � 4, and for other cells, chainings are split when the
neighboring transistors’ width are different, this is a trade off
between area and variation. For 45 SS, the MUXes are imple-
mented using other logic cell in standard cell library, leading
to corner rounding problem. This is not the case for MUXes in
45 CR and 45 NCR. However, the buffers (include buffers and
tri-state buffers) are the major contributors to the corner round-
ing variation for both 45 CR and 45 SS, as shown in Fig. 8.

Figures 9(a), 9(b), and 9(c) also give more insight on
how improvement on functional yield is achieved. The RPD
caused failure rate strongly relies on layout style and area:
the sparser the layout style and the smaller total area of the
layout, the lower failure rate it has. 45 NCR, 45 CR have
sparser layout than 45 SS. This is evidenced by the different
implementation of INVX4 cell, whose failure rate is 5.63 �

10�11 for 45 SS while 5.56 � 10�11 for 45 CR (45 NCR).
And 45 CR(45 NCR) also has smaller total area than 45 SS
because of the custom designed MUX and SRAM cells. The
custom designed cell also lead to the contact number reduction,
and then reduce the failure rate. From Fig. 9(d), 9(e) and 9(f),
we can see the major contribution of contact caused failure is

Table 7. Area comparison with GILES on POWELL.
Tile Active area Routed area Normalized
180_CC 12921 14782 1.00
180_CR 14077 16104 1.09
180_NCR 15257 17454 1.18

from configuration SRAM bit.

5.3. Area result

The area results of tiles for TSMC 0.18 �m are shown in
Table 7. From the result, we can see the micro-regular tile in-
curs 9% overhead against GILES. If corner rounding is not per-
mitted, the effect of diffusion splitting introduces another 9%
overhead.

6. Conclusions

In this paper, we validate the micro-regular design fabric,
recently proposed to improve the printability of logic circuit
implementation, in the context of FPGAs. By developing an
automated micro-regular FPGA tile generator, and evaluating
it on the academic FPGA called POWELL, we find that the
area overhead of the micro-regularity is below 10%. On the
other hand, significant advantage on transistor variation reduc-
tion of 33%, and probability of failure reduction of 21.2%, can
be achieved in addition to better printability. If further over-
head of 10% can be recovered by enhanced resolution, we can
achieve variation reduction of 93.8%, and probability of fail-
ure reduction of 16.2%. We therefore conclude that this is a
promising direction that warrants further commercial effort.
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