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Diagnosis of soft faults in analog integrated circuits based on fractional correlation�
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Abstract: Aiming at the problem of diagnosing soft faults in analog integrated circuits, an approach based on
fractional correlation is proposed. First, the Volterra series of the circuit under test (CUT) decomposed by the
fractional wavelet packet are used to calculate the fractional correlation functions. Then, the calculated fractional
correlation functions are used to form the fault signatures of the CUT. By comparing the fault signatures, the
different soft faulty conditions of the CUT are identified and the faults are located. Simulations of benchmark
circuits illustrate the proposed method and validate its effectiveness in diagnosing soft faults in analog integrated
circuits.
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1. Introduction

Fault diagnosis of analog components in mixed-signal cir-
cuits is receiving more and more attention. It is reported that
80% of the faults occur in the analog segments in the circuitsŒ1�.
Due to the lack of explicit fault models, the tolerance of analog
components and circuit nonlinearities, fault diagnosis of ana-
log components develops very slowly.

There are two kinds of faults in analog circuits—hard
faults and soft faultsŒ2; 3�. The difference between these two
faults is whether the topology of the CUT changes or the para-
meters of the analog parts vary greatly. Since soft faults are de-
viations of analog parts that result in the CUT’s performance
out of acceptable limits, and the deviations compared with the
nominal parameters are not very clear as hard faults, it is more
difficult to diagnose soft faults compared with hard faults. In
recent years, there has been much research on analog fault di-
agnosis. The neural network method is widely used to identify
fault modelsŒ4; 5�, and this is currently a popular technique to
diagnose hard and soft faults in analog circuits. Fuzzy analysis
is used to diagnose soft faults in linear analog circuitsŒ6�. With
the aim of solving the problems of soft fault diagnosis and tol-
erance in analog circuits, the method of the slope fault model
combined with a test-point selection algorithm is proposedŒ7�.
Based on defect-oriented testingŒ8�, wavelet preprocessing is
proposed to diagnose the faults of analog integrated circuitsŒ9�.
Both the methods of genetic algorithm (GA) and support vec-
tor machine (SVM) have been improved to be effective in ex-
tracting the soft fault signatureŒ10; 11�. Reference [12] used the
particle swarm optimization (PSO)method to train SVM to im-
prove the capability of fault diagnosis. Other methods such as
analysis of the supply currentŒ13�, transfer functionsŒ14�, para-
meter sensitivityŒ15� and linear relativity of the node-voltage
incrementsŒ16� are also proposed to solve the problem of soft
fault diagnosis in analog circuits.

However, the aforementioned diagnosis methods are not
good at locating the fault after completing soft fault detection.
To solve this problem, Reference [17] uses the coherence func-
tion to extend the scheme in Ref. [9] and improve the soft fault
diagnosis capability, especially in locating the faulty compo-
nents. However, Reference [17] neglects the influence of non-
linearity in analog circuits. In practical applications, faulty ana-
log circuits commonly exhibit certain weak nonlinearities that
cannot be sufficiently estimated by conventional linear mod-
els, even if the fault-free case of the circuit can be analyzed by
the linear method.

To solve the problem of nonlinearity, the adaptive subband
Volterra filter (AVF)Œ18� is used, which is a kind of Volterra
model. But the soft fault features are too small to identify, the
Volterra model in Ref. [18] should be improved further.

This paper proposes a new technique of soft fault diagnosis
that is suitable for both linear components and weak nonlinear
components in analog circuits. It is based on the Volterra series
and the fractional correlation to extract the fault signatures. The
proposed method is made adaptive to the influence of weak
nonlinearity.

2. Diagnosis principles

2.1. Fault models

To find the relations between the output and input signals,
the Volterra series are introduced first. A class of nonlinear sys-
tems can be characterized by the Volterra series, and these sys-
tems have cause, stability and time-invariability featuresŒ19�.
The Volterra series reflects the fundamental features of the sys-
tem and will not change unless faults occur. The Volterra series
of a nonlinear system is given by Eq. (1)Œ20; 21�.
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where hi .m1; � � �; mi / is the i th-order Volterra series, u.n/ is
the input signal, y.n/ is the output signal and yi .n/ is the i th-
order output signal. e.n/ is the error between the ideal and es-
timated y.n/.

yi .n/ can be identified from y.n/ by the Vander monde
methodŒ22�. Equation (1) is available for fault-free and faulty
circuits. Different faults induce different hi .m1; : : :; mi /, but
the dimensional disaster of the Volterra series makes the com-
plexity of computation increase in a geometric series wayŒ23�.
For example, if N1 D N2 D N3 D 30, the dimensions of the
first-, second- and third-order Volterra series are 30, 465 and
4960, respectively. This shows that calculation of the Volterra
series is difficult. If only two orders are used, then the com-
plexity of the computation will be decreased, but in full-band
domain the soft fault signatures cannot be extracted distinctly
from the first- and second-order Volterra series because the
fault signatures are insufficient. Considering this problem, a
Volterra series based on fractional wavelet packet transform
(FRWPT) is introduced, which is a fractional subband filter-
ing technology.

2.2. FRWPT of the Volterra series

From Ref. [24], the fractional Fourier transform (FRFT) of
a continuous-time function f .t/ is
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where ˛ is the angle parameter and the kernel function of FRFT
is
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The kernel function of FRFT can be replaced by that of
FRWPT as
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and where �.n/ is the mother wavelet, i is the scale parameter
and k is the shift parameter.

Therefore, u.n/ can be transformed as8̂<̂
:
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In the fractional wavelet packet domain, the output of the
first-order component is
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where
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0; i 0; k0/ and u˛.p; i; k/ can be calculated from the
output and input signal y.n/ and u.n/ that are directly mea-
sured at the output and input node. According to the LMS (least
mean square) method, the first-order fractional Volterra series,
h˛
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In the fractional wavelet packet domain, the output of the
second-order component is
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The second-order fractional Volterra series,
h˛

2.m1; m2; i1; k1; i2; k2; i
0; k0/, can be obtained the same way

as the first-order fractional Volterra series.

2.3. Extracting the fault signatures

After the first and second-order fractional Volterra series
are calculated from the CUT, the fractional correlation func-
tions can be calculated to diagnose the soft fault. The cross frac-
tional correlation functionŒ25� between two continuous-time
functions f1.t/ and f2.t/ is

.f1 ˝˛ f2/.�/ D

Z
f ˛

1 .�/Œf
˛

2 .� � �/��d�; (13)
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Fig. 1. The state variable filter circuit in simulation 1.

where * denotes the conjugate function.
In the discrete domain, Equation (13) is
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Hence the cross fractional correlation function of the first-
and second-order fractional Volterra series sequence of the
CUT is8̂<̂

:
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where h˛
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0; k0/; h and h
denote the Volterra series sequence of the fault-free case and
the faulty case of the CUT, respectively.

Based on Eq. (15), two fault signature variables can be con-
structed as8̂̂̂̂
<̂̂
ˆ̂̂̂:
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(16)
The cross fractional correlation function of the Volterra se-

ries sequences represents the fundamental differences of two
circuits or two conditions of the one circuit. Different faults
will induce different V1 and V2. Therefore, the two variables
can be used as the fault features.

3. Simulation

In this section, simulations will be carried on to illustrate
the idea of the paper. TheHaar wavelet is selected as themother
wavelet and the pyramid architect is used. All the simulation
work is finished on a PC with 3.0 GHz, 1 GB.

3.1. Simulation 1

In this part the benchmark circuit, the state variable filter
as shown in Fig. 1, is studiedŒ9; 17�. The parameters of all the
components are labeled in the figure.

If the CUT is fault-free, it will show the feature of linear-
ity. However, if the operational amplitude (OA) is faulty, the

Fig. 2. First-order fractional Volterra series when ˛ D � /2.

Fig. 3. Second-order fractional Volterra series when ˛ D � /2.

Table 1. The fault set of simulation 1.
Fault No. Fault type Fault value
1 Fault-free
2 R1 5% fault 10–10.5 k�
3 R2 10% fault 1–1.1 k�
4 R5 –8% fault 10–9.2 k�
5 C1 6% fault 20–21.2 nF
6 C2 –10% fault 20–18 nF
7 U1 12% fault 0%–12%
8 U2 9% fault 0%–9%

CUT will exhibit the nonlinearity of the CUTŒ9�. Based on the
Volterra series that is available for both nonlinear and linear cir-
cuits (only the first-order Volterra series is used), the proposed
method studies the soft faults and the nonlinearity coming from
the OA fault.

The linear circuits are considered as a kind of specialty
nonlinear circuit. The tolerance of resistances is 0 ˙ 5% of
its nominal value, the tolerances of other components are 0 ˙

6% of their nominal values, and the stimulus signal is a 1 kHz
sinusoidal signalŒ17�.

Apart from theR1 andC1 faulty cases studied in Ref. [17],
the fault-free case and the five randomly selected soft faulty
cases will be studied, and are shown in Table 1. In the seven
faulty cases, there are two faulty OA cases, which assumes that
the OA transistor is soft faulty in nonlinearity.

The simulation is done using HSPICE at first, and the sam-
pled signals are processed by the fractional correlation program
written by the authors. Cases of U1 and U2 faults are used to
explain the steps of extracting the fault signatures. Figures 2–7
show the fault diagnosis effectiveness of the proposed method.
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Fig. 4. First-order fractional Volterra series (˛ D 3� /10).

Fig. 5. Second-order fractional Volterra series (˛ D 3� /10).

The representative frequency bandsŒ17� of the wavelet filter for
the signatures are decided by that in ˛ D � /2. The Volterra se-
ries waveform in ˛ D � /2 is shown in Figs. 2 and 3. In the
simulation the representative frequency band is subband 5 by
comparison.

In Fig. 3, there is a small difference among the three wave-
forms. Although the difference is too small to be fault signa-
tures, it could be processed further. There is no difference in the
waveforms in Fig. 2, which indicates that the linear method is
not fit for diagnosing the nonlinear components. To extract the
fault signatures V1, V2 in Eq. (16), ˛ is set within the range of
0, � /2. The results of ˛ D 3� /10 in subband 5 are shown in
Figs. 4 and 5.

Figures 4 and 5 give the waveforms when ˛ is changed
to 3� /10. In Fig. 5, the difference in the three waveforms has
been enlarged, which is enough to isolate the three cases. This
shows that we can detect and locate the soft faulty components
with weak nonlinearity by changing ˛. The fault signatures V1

and V2 in different ˛ are shown in Figs. 6 and 7, where ˛ is
obtained by p� /20 (p D 1, 2, � � � , 10).

From Figs. 6 and 7, we can find that when ˛ D � /2 (the
Fourier transform is used), then the difference of the three cases
is small. It could be noted that V1 and V2 of the fault-free case is
equal to 1 constantly. By changing the ˛ value, the differences
in the three cases becomes clear, especially that of V2. Since
V2 extracts the nonlinearity feature, the difference in V2 of the
three cases is clearer than that of V1, which is shown in Figs. 6
and 7.

Table 2 gives the results of the fractional correlation for all
eight cases, which can accurately show how the soft fault sig-
natures are extracted. Due to the limitation of the length of the
paper, only the results of ˛ D 3� /10, 4� /10, 5� /10 in subband

Fig. 6. V1 in different ˛1.

Fig. 7. V1 in different ˛2.

5 are listed. Take the instances of R1 and C1, V1 of R1 in ˛
D � /2 is 147% that of the fault-free case, while that of the C1

fault case is 144.1%. V2 of R1 in ˛ D � /2 is 185.2% that of
the fault-free case, while that of the C1 fault case is 179.6%. It
is difficult for us to isolate R1 and C1 faults even if we know
that some fault has occurred. However, if ˛ D 4� /10, V1 of
R1 is 241.3%, while that of the C1 fault case is 192.2%. V2 of
R1 is 78.1%, while that of the C1 fault case is 44.9%. Thus the
difference in the cases is given significantly.

Figures 2–5 can be explained by the results of Table 2. V1

of U1 in ˛ D � /2 is 73.5 that of the fault-free case, while that
of the U2 fault case is 87.3. V2 of U1 in ˛ D � /2 is 69.5%,
while that of the U2 fault case is 73.7%. If ˛ D 3� /10, V1 of
R1 is 34%, while that of the U2 fault case is 34.6%. V2 of U1
is 166.9%, while that of U2 is 25.6%.

To show the advantages of the proposed method, it is com-
pared with another existing method in Table 3. For each CUT
case, Monte-Carlo experiments are done. To analyze the real-
time performance of the proposed method, the mean running
time for each case is listed in Table 3. From Table 3 we can
observe that the proposed method has a better recognition ca-
pability than that of the method in Ref. [18], which also uses
the Volterra series to diagnosis analog circuits. The mean fault
recognition rate of the proposed method is 97.5%, while its
worst fault recognition rate is 92.5% (in the U1 fault), which
are both better than the other method. This shows that the
proposed method can diagnose all eight proposed cases of
the CUT. The mean fault recognition rate of the method in
Ref. [18] is 93.3%, which is good enough in practical fault di-
agnosis. However, it is not good at diagnosis of the U1 and U2
faults, and its worst fault recognition rate is 79.5% (in the U2
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Table 2. Results of the diagnosis in simulation 1.

Fault No. Fault type
V1 of fractional correlation (%) V2 of fractional correlation (%)

˛ D 3� /10 ˛ D 4� /10 ˛ D 5� /10 ˛ D 3� /10 ˛ D 4� /10 ˛ D 5� /10
1 Fault-free 100.0 100.0 100.0 100.0 100.0 100.0
2 R1 5% fault 193.0 241.3 147.0 76.5 78.1 185.2
3 R2 10% fault 158.7 121.9 75.9 44.1 138.0 136.3
4 R5 –8% fault 67.6 118.3 69.6 169.8 119.0 33.8
5 C1 6% fault 87.7 192.2 144.1 138.4 44.9 179.6
6 C2 –10% fault 131.9 32.0 33.7 89.2 28.6 49.6
7 U1 12% fault 34.0 52.6 73.5 166.9 132.0 69.5
8 U2 9% fault 34.6 55.8 87.3 25.6 66.3 73.7

Fig. 8. The leapfrog filter circuit for simulation 2.

Table 3. Fault recognition rates (%) and running times (s) in simulation 1.

Fault No. Fault type
Proposed method Method of Ref. [18]

Fault recognition rate Running time Fault recognition rate Running time
1 Fault-free 100 8.8 100 10.3
2 R1 5% fault 99 9.1 98.0 10.1
3 R2 10% fault 97 9.1 96.5 10.1
4 R5 –8% fault 99 9 99 10.2
5 C1 6% fault 98.5 8.7 95.5 10.2
6 C2 –10% fault 100 8.6 96 10.1
7 U1 12% fault 92.5 8.7 82.0 10.4
8 U2 9% fault 94 8.8 79.5 10.4

Mean recognition rate 97.5 93.3
Mean running time 8.9 10.2

fault), less than that of the proposed method. The reason that
the fault recognition rates of some cases are less than 100% is
the aliasing of the faults. To avoid the problem, ˛ in the pro-
posed method can use smaller steps. However, it will improve
the complexity of computation and decrease the real-time per-
formance. There are no significant differences in the real-time
performance between the two methods according to the run-
ning times, which shows that the proposed method doesn’t im-
prove the real-time fault diagnosis capability.

3.2. Simulation 2

To show the universality of the proposed method, the

leapfrog filter circuitŒ9;17� is considered in Fig. 8. The nominal
parameters for all components are labeled in the figure. The
stimulus signal and tolerances are the same as simulation 1.

For comparison, the fault-free case and seven soft fault
cases are considered in Table 4. The fault cases are analyzed
by the proposed method in the same way as simulation 1. For
each CUT case, Monte-Carlo experiments are done. The diag-
nosis results and the running times used to analyze the real-time
performance are shown in the table.

FromTable 4we can draw the conclusion that the proposed
method outperforms the method in Ref. [18] when diagnosing
weak nonlinear soft faults such as fault Nos. 6 and 7. This is an-
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Table 4. Fault recognition rates (%) and running times (s) in simulation 2.

Fault No. Fault type
Proposed method Method of Ref. [18]

Fault recognition rate Running time Fault recognition rate Running time
1 Fault-free 100 14.3 100.0 15.9
2 R1 5% fault 98.5 14.1 96.0 15.9
3 R8 7% fault 100 14.2 100.0 15.8
4 C1 11% fault 97 14.5 96.5 15.8
5 C3 –10% fault 100 14.4 97.0 15.8
6 U1 6% fault 96 14.4 80.0 15.9
7 U4 –12% fault 94.5 14.2 78.5 15.9
8 (R7&R9) 5% fault 100 14.3 95.0 16.0

Mean recognition rate 98.3 92.9
Mean running time 14.3 15.9

other example to show the advantages of the proposed method.
As for the real-time performance, the two methods are similar.

4. Conclusion

To solve the problem of diagnosing soft faults in ana-
log circuits, a novel method is proposed in this paper. In the
method, we derive an explicit fractional correlation model and
construct soft fault signatures. Simulation results show that this
method can extract the fault signatures of analog circuits prop-
erly. The proposed method makes a significant improvement to
the method used in Ref. [18] and can be used in the soft fault
diagnosis of linear and weak nonlinear components, which is
very helpful.
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