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An AES chip with DPA resistance using hardware-based random order execution�
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Abstract: This paper presents an AES (advanced encryption standard) chip that combats differential power ana-
lysis (DPA) side-channel attack through hardware-based random order execution. Both decryption and encryption
procedures of an AES are implemented on the chip. A fine-grained dataflow architecture is proposed, which dy-
namically exploits intrinsic byte-level independence in the algorithm. A novel circuit called an HMF (Hold-Match-
Fetch) unit is proposed for random control, which randomly sets execution orders for concurrent operations. The
AES chip was manufactured in SMIC 0.18 �m technology. The average energy for encrypting one group of plain
texts (128 bits secrete keys) is 19 nJ. The core area is 0.43 mm2. A sophisticated experimental setup was built
to test the DPA resistance. Measurement-based experimental results show that one byte of a secret key cannot be
disclosed from our chip under random mode after 64000 power traces were used in the DPA attack. Compared with
the corresponding fixed order execution, the hardware based random order execution is improved by at least 21
times the DPA resistance.
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1. Introduction

In recent years, security has become a major requirement
for an increasing number of embedded systems, such as wire-
less handsets, smart cards and sensor networks. Side chan-
nel attacks (SCAs) have been developed to hack into cryp-
tographic devices through analyzing information leaked from
hardware implementations, such as power consumptionŒ1�,
computing timeŒ2�, and electromagnetic radiation. Since the
power consumption of embedded devices can be easily mea-
sured by existing apparatus, power analysis has become a ma-
jor SCA method, and threatens to embedded systems, espe-
cially portable devices.

Simple power analysis (SPA)Œ1� guesses the secret keys ac-
cording to one single power trace of the devices. It is an effec-
tive SCA method only when the power traces are dependent
on secret keys, so it is not suitable for a symmetric algorithm
(e.g. AES) of which power traces are independent of secret
keys. Differential power analysis (DPA)Œ1� deduces the secret
keys on the basis of the correlation existing between the power
consumption and internal states of the cryptographic device. It
measures multiple power traces from encryption or decryption
processes, and deduces secret keys by statistic analysis. Owing
to its effectiveness, DPA has become a major threat to devices
using symmetric encryption algorithms.

Several counter-measures have been developed to resist
DPA, including constant power circuitsŒ3�5�, masking tech-
niquesŒ6�, random executionŒ7; 8� and decoupling techniquesŒ9�.
For counter-measures utilizing constant power circuits, mask-
ing and decoupling, extra circuits and operations are needed

to make circuits consume constant power, mask intermediate
results and implement decoupling capacitors. As a result, a
large overhead of extra hardware resources and power con-
sumption are inevitably introduced. Random executionŒ7; 8; 10�,
which randomly changes the execution time of each operation,
resists DPA through changing the certain relationship between
power and internal state at a particular time to a random one.
In general, implementing random execution does not need re-
dundant logic or extra mask operations, so random execution is
more economic in terms of hardware and power consumption.

Random execution has been employed by programmable
processors for DPA resistance. RivainŒ7� proposed to randomly
insert dummy instructions in software programs to achieve ran-
dom execution. For such kinds of random execution, the execu-
tion order of operations is fixed and the power signature at each
possible execution time is only determined by the data. MayŒ8�

proposed to utilize a superscalar architecture to achieve ran-
dom execution through out-of-order execution of parallel in-
structions. For random executions achieved by out-of-order ex-
ecution, the power signature is determined not only by the data
but also by the execution order. Consequently, out-of-order ex-
ecution introduces more uncertainty in the power profile, and
thus improves the DPA resistance. The DPA resistance of ran-
dom order execution is determined by the number of parallel
operationsŒ11� that can be randomly executed, so fully exploit-
ing intrinsic parallelism in algorithms is critical. However, for
cryptographic processorsŒ8� using random order execution, ow-
ing to serially composed programs it is difficult to fully exploit
intrinsic instruction-level parallelism, even though extremely
complicated circuits for checking dependency have been em-
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Fig. 1. The (a) encryption and (b) decryption procedure of an AES algorithm, where Nr can be 10, 12 or 14.

ployed.
In this paper, we propose a method for dedicated hardware

to utilize random order execution to improve DPA resistance,
which can lead to implementationswith low hardware cost, low
energy consumption and high DPA resistance. An AES that is
the most popular symmetric encryption algorithm is taken as
an example to illustrate our method. A fine-grained, dataflow-
based architecture is proposed, in which operation-level par-
allelism in the algorithm is fully exploited. A novel circuit
structure called a Hold-Match-Fetch (HMF) unit is proposed to
randomly dispatch operands to operation units. Asynchronous
pipelines working in the data-driven manner are employed in
line with the dataflow structure.

The remainder of the paper is organized as follows. Sec-
tion II briefly introduces an AES algorithm and random order
execution. Section III presents the architecture of the chip and
the HMF unit. Section IV describes the experimental setup, the
method for evaluating DPA resistance and evaluation results.
Section V concludes the paper.

2. Preliminary

2.1. AES algorithm

An AES algorithm is a block-based cipher. Data block size
is fixed to 128 bits and the key size can be 128 bits, 192 bits and
256 bits. The 128 bits data block, namely the state, is organized
as a 4 � 4 matrix of bytes.

The encryption process of an AES algorithm is shown in
Fig. 1(a). After the first AddRoundKey operation, the round
transformation including the SubBytes, the ShiftRows, the
MixColumns and the AddRoundKey, is applied to the state

Nr �1 times.Nr is 12, 14 or 16 corresponding to 128 bits, 192
bits and 256 bits keys respectively. The Nr-th round transfor-
mation does not need theMixColumns operation. For the round
transformation, the SubBytes is a nonlinear substitution that
updates each byte of the state using a substitution table, namely
an S-box. ShiftRows is a circular shifting operation applied to
each byte of rows in the state. The offset of shifting on each
sub-state is determined by the row number. The MixColumns
operation is an invertible linear transformation in GF.28/, in
which each column of the state is multiplied by a matrix. The
AddRoundKey operation combines each byte of the state with
the corresponding RoudnKey using bitwise XOR logic. The
decryption algorithm is shown in Fig. 1(b). The InvSubBytes,
the InvShiftRows, the InvMixColumns and the InvAddRound-
Key are inverse operations to corresponding transformations in
the encryption process.

The RoundKeys used in encryption and decryption are
generated by the key expansion procedureŒ12�. For the AES al-
gorithm, the initial key consists of N k words. N k can be 4,
6, 8. The key expansion algorithm uses initial keys to generate
Nr C 1 RoundKeys. Each RoundKey is 4 � 4 bytes.

2.2. Random order execution

The DPA resistance of random order execution is deter-
mined by two factorsŒ11�, (1) the number of parallel operations
that can be randomly executed, and (2) the most chance of an
operation to be executed at each possible execution time. Quan-
titatively discussing the DPA resistance of an out-of-order ex-
ecution is beyond the scope of this paper. In general, compared
with certain order execution, the DPA resistance can increase
O.N 2/ times if N operations can be uniformly and randomly
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Fig. 2. The hardware architecture (upper) and the token format (lower).

executedŒ11�.
In order to improve the DPA resistance of random exe-

cution, the intrinsic data independence and parallelism of an
algorithm should be fully exploited, and the number of paral-
lel operations that can be randomly executed should be maxi-
mized. In the case of an AES algorithm, AddRoundKey, Sub-
Bytes and ShiftRows are defined to perform operations at byte
level. 16 bytes of a state can be independently processed by
these operations. Although Mixcolumns involves linear mul-
tiplications between columns of a state and a constant matrix,
it can be decomposed into a set of independent byte-grained
multiplications and additions. As a result, the AES algorithm
can be performed at byte-level. For each round transformation,
16 byte-grained operations can be executed in any order, and
the results will not be affected by random execution. In order
to sufficiently utilize the intrinsic data independence in AES
and improve DPA resistance, our AES ASIC was designed to
perform operations at byte level.

3. Hardware design

3.1. Dataflow-based architecture

Dataflow architecturesŒ13� execute operations according
to data-flow graphs (DFG) of algorithms, which consist of a
set of nodes and arcs representing operations and data depen-
dency between operations respectively. For dataflow architec-
tures, operations are executed in a data-driven way that opera-
tions can be executed only when all the inputs are available. It
does not explicitly specify the execution order of operations, in
which all the ready operations that satisfy the executing con-
dition can be performed in parallel or in any order. Therefore,
dataflow architectures can naturally exploit parallel operations

at run time, and are more suitable for random scheduling than
control-flow computing.

Inspired by dataflow computing, a dataflow architecture
that implements an AES algorithm is proposed as shown in
Fig. 2. It consists of input and output interfaces, Round Ring
and Key Generator. The input interface sends data and keys to
the Round Ring and Key Generator, which implement round
transformation and key expansion respectively. The Key Gen-
erator computes round keys, which are stored inside the Key
Generator and supplied to the Round Ring.

Operations of the round transformations are implemented
by corresponding hardware units in the Round Ring. These
hardware components are all fine-grained and work in the data-
driven way, and are connected by channels (lines with arrows
in Fig. 2) according to the data-flow graph of round transforma-
tion to form a ring structure. The ring structure performs each
loop of round transformation. ‘Mux’ and ‘demux’ are switch-
ers that select data paths for encryption and decryption process.
The HMF unit implements random order dispatching in the dy-
namic data-flow way. At the very beginning of the working
stage, all the sub-states for first round transformation are avail-
able and stored in the HMF unit. It then randomly dispatches
these sub-states into the Round Ring. The dispatching order is
determined by random numbers generated by an on-chip ran-
dom number generator (RNG). During the working stage, sub-
states are stored back to the HMF unit when one round trans-
formation is accomplished. The HMF unit keeps checking if
there are sub-states ready for the next round transformation.
The available sub-states for the next round transformation are
also randomly dispatched. If the round transformation of a sub-
state is accomplished, the ‘update unit’ outputs the sub-state to
the output interface. Otherwise it passes the sub-state to the
next unit in the Round Ring. After the encryption or decryp-
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Fig. 3. The structure of (a) the HMF unit and (b) the time sequence
diagram of the fetching process.

tion finishes, all the sub-states are stored in the output interface,
which outputs results serially in the fixed order.

Asynchronous circuits were employed to implement the
dataflow architecture. It works in a data-driven wayŒ14�, which
is in line with the behavior of dataflow architecture. Owing to
the absence of the clock signal, it is difficult to determine the
exact execution time of an operation in an asynchronous de-
sign. The uncertainty of execution time makes accurate power
analysis of a particular operation become more difficult, and
thus a DPA attack needs to make more effort to hack into the
chip. In our design, the channels between components are im-
plemented by the four-phase bundle-data handshake protocol,
which achieves communication and distributed control. Com-
pared with other commonly used asynchronous circuits, such
as quasi delay insensitive (QDI) circuits in dual rail or m-of-n
codesŒ14�, asynchronous circuits based on bundle data protocol
use conventional data processing elements that can be designed
and implemented using traditional EDA tools and design flows
for standard cellsŒ15�. In addition, QDI based computing ele-
ments in dual rail or m-of-n codes require redundant circuits for
coding the completion signal for handshaking, which increase
the area and power consumption of the design. For these rea-
sons, circuits based on bundled data handshake protocols were
used in our design.

3.2. Token format

Unlike synchronous designs that can utilize an FSM (finite
state machine) for global control, our asynchronous dataflow
architecture should employ distributed control mechanism due
to the lack of a global clock. In the architecture, control infor-
mation is packed with data to form tokens and is used as tags
for each token. These tags are used to facilitate distributed com-
puting and differentiate tokens. For the proposed architecture,
position information of each byte in the state is required to per-
form AddRoundKey, SubBytes, ShiftRows and MixColumns.
As a result, position information is packaged with data to form
tokens in the architecture. The format of tokens in the archi-

Fig. 4. The structure of the Holder.

tecture is shown in Fig. 2. The position of each sub-state is
determined by the 2-bits row field and 2-bits column field that
represent the row number and column number of the sub-state.
The eight least significant bits in the token are the data field.

3.3. Hold-Match-Fetch unit

The HMF unit is the key element in our design. The struc-
ture of the HMF unit is shown in Fig. 3(a), which consists of
the Holder, the Matcher and the Fetcher. It implements ran-
dom order dispatching in the data driven way. Tokens com-
ing from the input interface or Round Ring are stored in the
Holder. Available tokens in the Holder can be automatically
detected by the Matcher. The Matcher will then randomly se-
lect one ready token according to a random number generated
by the RNG. According to the address of the selected sub-state,
the Fetcher reads the data from the Holder and sends it into the
Round Ring for round transformation. Thus, the round trans-
formation is performed on sub-states in an out-of-order way.

The Holder stores tokens for round transformation. Dif-
ferent from general register files, the Holder not only registers
tokens but also flags whether tokens are available. There is one
storage unit and one flag unit corresponding to each sub-state
as shown in Fig. 4. The flag unit is a C-elementŒ14� of which
the output is the flag signal. Each flag signal becomes ‘1’ after
the data is written into the corresponding register, and the flag
signal becomes ‘0’ after the data is read out. The token writ-
ing process is controlled by the handshake between ‘cin’ unit
and flag units. In a writing process, according to the address
extracted from the token, the ‘cin’ unit generates a request sig-
nal, reqi i 2 Œ1; n � 1�, for the flag C-element, Ci . The request
signal, reqi , is also the latch signal for the register,Ri . After the
data is stored into Ri , the output of the flag C-element, flagi ,
goes high and acknowledges the completion of the writing pro-
cess to the ‘cin’ unit.

The structure of the Matcher is shown in Fig. 3(a). The
‘matching logic’ performs logic-AND on flag signals from the
Holder and key flag that indicates the availability of round
keys. The outputs of match logic indicate which pairs of sub-
state and key are ready for AddRoundKey. According to the
results of match logic and the random number, the arbiter ran-
domly selects one ready sub-state and outputs the address of
the selected sub-state to the Holder. According to the address,
the sub-state is read from the Holder.

In this paper, we use the R-boxŒ16� to build the arbiter, as
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Fig. 5. (a) R-boxŒ16� and 4-bits arbiter, (b) 8-bits arbiter, (c) 16-bits
arbiter.

Table 1. Truth table of the R-box.
I0 I1 R A
0 0 X 1
1 0 X 0
0 1 X 1
1 1 0 0
1 1 1 1

shown in Fig. 5(a). The truth table of the R-box is shown in
Table 1. When ‘In0’ and ‘In1’ are both ‘0’, the output of R-
box, ‘A’, is ‘1’. If either ‘In0’ or ‘In1’ is ‘1’, ‘A’ is the address
of the input with the value of ‘1’. When ‘In0’ and ‘In1’ are
both ‘1’, the value of ‘A’ equals the value of ‘R’, which is a
random number. In other words, when both inputs are ‘1’, ‘R’
randomly selects the address of one input. Based on the R-box,
n-bit arbiters can be built. Fig. 5 show how a 16-bit arbiter is
built hierarchically, which is used in our chip. For the 16 bit
arbiter, as shown in Fig. 5(c), ‘R0’, ‘R1’, ‘R2’ and ‘R3’ are
random signals. The outputs, ‘A0’, ‘A1’, ‘A2’ and ‘A3’, are the
address of randomly selected input signals. When all the inputs
are ‘0’, the output address is ‘1111’. If more than one input is
‘1’, the output address is determined by the random number.
When ‘d15’ is ‘1’ and selected by the arbiter, the output address
is ‘1111’ and the fetch signal is high. When all the inputs are
‘zero’, the output address is also ‘1111’, but the fetch signal
will not go high, so the two cases with the same output value
can be differentiated.

If one or several outputs of match logic become high, the
fetch signal goes high and activates the 4-phase bundle data
pipeline in the Fetcher unit, as shown in Fig. 3(a). The output
of C1 goes high and sets the lock signal to ‘1’, which locks the
latch in the Matcher to make sure the output of the Matcher
will not change. After the lock signal becomes one, the output
of arbiter will be stable. The data retrieved from the Holder will

be stable. The delay unit in the Fetcher is to make sure a stable
sub-state can be correctly retrieved from the Holder and stored
in the output register. In order to obtain the sub-state correctly,
the delay unit should satisfy the following relationship,

Tdelay C Tc element 6 Tor C Tarbiter C Tread C Tsetup; (1)

where Tdelay, Tc element and Tor are the propagation delays of the
delay unit, C-element and logic-or gate. Tarbiter is the delay of
the arbiter for generating a stable address signal. Tread is the
time required to read a sub-state from the Holder. Tsetup is the
setup time of the output register.

The retrieved token is locked in the output register by the
output of C2, which also sets the clear signal to high. The clear
signal handshakes with the flag C-elements in the Holder and
resets the flag signal to ‘0’. Because the selected flag signal
becomes ‘0’, the fetch signal returns to zero. The outputs of C1

and C2 return to ‘0’ in sequence due to the handshake protocol.
After the lock signal is reset to ‘0’ by C2, the latch becomes
transparent and the arbiter starts to select another available sub-
state according to the flag signals. The time sequence diagram
of the fetching process is shown in Fig. 3(b).

4. Evaluation and results

4.1. Chip implementation

The AES chip was designed using standard library cells
and fabricated in SMIC 0.18 �m technology. The photograph
of the fabricated chip is shown in Fig. 6(a). Since the stan-
dard library does not contain C-elements, we designed the
C-element in the full custom way and added it to the stan-
dard library. Although the chip is an asynchronous design,
synchronous design tools, Synopsys Design Compiler and IC
Compiler, were utilized for the logical synthesis and physical
synthesis according to the method proposed by usŒ15�.

The chip supports standard encryption and decryption de-
fined in AES. In order to evaluate the improvement on DPA re-
sistance by utilizing random order execution, the chip has two
working modes, random mode and normal mode. An LFSR
(linear feedback shift register) based pseudo-random number
generator is employed to support both the mode and generate
random number needed by the HMF unit. The length of the
LFSR is 64 bits, and the feedback polynomial is x64 C x63 C

x61 C x60 C 1. The initial seed of the LFSR is set through an
input interface. In normal mode, the initial seed of the LFSR is
set to zero, and the chip executes operations in a fixed order.
In random mode, the initial seed is set to a random number. In
practical applications, true random number generators should
be integrated to guarantee out-of-order execution in the chip.

4.2. DPA resistant evaluation

4.2.1. DPA attack experimental setup

The measurement and DPA attack setup is shown in
Fig. 6(b). The FPGA board receives plain texts or cipher texts
and secret keys from a PC and sends them to the AES chip. The
FPGA also controls the chip to perform encryption or decryp-
tion under random or normal mode. A small resistor is placed
between the power source and the VDD port of the chip. The
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Fig. 6. (a) The photograph of the chip. (b) DPA attack experimental
setup.

voltage across the resistor is measured by the oscilloscope. The
oscilloscope sends recorded traces to a PC for further analysis.

4.2.2. DPA attack method

DPA attacks were carried out on the AES chip under both
random mode and normal mode. The target operations of the
DPA are the S-boxes of the first round. In our DPA attack for
the normal mode (operations are executed in a certain order),
the estimation of the power consumption of S-boxes is com-
pared with the measured power consumption of the chip. In
line with Ref. [3], we use the Hamming distance of S-boxes to
represent the estimation of power consumption. The attack pro-
cedure is formulated as follows. LetPk ,Kk andK 0

k
be the k-th

byte of plain texts (inputs of the chip), correct key and guesses
of the correct key. Since Kk is 8 bits, there are 256 possibili-
ties for K 0

k
and 256 possible estimated power signatures. The

group of power signatures of various guesses, Pestimate, can be
formulated as,

Sk D SubByte(AddRoundKey.Pk ; K 0
k//; (2)

Pestimate D HamDist.Sk ; Sk�1/; k 2 Œ1; 16�; (3)

where Sk is the result of the k-th S-box.
Let Pmeasure be the actual power consumption of the tar-

get operation. The correlations between power measurements,
Pmeasure, and the 256 variants ofPestimate are calculated in the at-
tack. The K 0

k
with the highest correlation is selected as the cor-

rect key. In general, the correlation obtained from a few mea-
surements is inaccurate due to the power noises contributed by
other operations. In order to filter the noise, thousands of plain
texts should be generated to perform the attack.

Because the output of the SubByte unit can be reset be-
fore starting encryption or decryption (S0 is 0), the Hamming

Fig. 7. Attacks on the chip (a) under normal mode and (b) under ran-
dom mode. (c) Windowing attack under random mode.

distance of the first S-box equals the Hamming weight, which
is the result of the first S-box and can be calculated. Conse-
quently, our attack first targets on the first byte of keys. After
obtaining the first byte of keys, our attack is performed on the
other keys accordingly.

We used the same method to attack the chip under random
mode. Due to random order execution, the first SubByte opera-
tion may not be performed on the first sub-state. As a result, the
Hamming distances of the first SubBytemay be incorrectly cal-
culated under random mode. The incorrect Hamming distance
makes DPA attacks more difficult. The windowing attack that
can reduce attacking effortsŒ7� was also carried out on the chip
under randommode. It integrates the power consumption in the
period that covers all possible execution times of the target op-
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Table 2. Comparison with previous works.
Reference Ref. [6] Ref. [3] Ref. [9] This work
Process (�m) 0.18 0.18 0.13 0.18
Function encryption encryption encryption encryption and decryption
Equivalent gates 2 � 104 5.96 � 105 6.9 � 105 1.5 � 104

Throughput (Mbps) 4 990 1280 20
Throughput/Gates
(bps/gate)

200 1661 1855 1333(2000)2

Energy (nJ/encryption) 115 129 4.8(15)1 18
DPA countermeasure masking power constant logic decoupling random order execution
Design strategy standard cell WDDL logic library,

specific routing tool
analogue design standard cell,

asynchronous design
1The estimation of energy consumption if the design were fabricated in 0.18 �m technology.
2Only consider the gates (2/3 of total number of gates) for encryption.

eration. The integrated results are used to calculate correlation
with Hamming distances.

4.2.3. DPA resistant evaluation

In line with Ref. [3], the DPA resistance of the chip is quan-
tified by the number of measurements to disclosure (MTD).
In general, compared with wrong key guesses the power esti-
mated by the correct key should have the highest correlation
with the measured power signature. However, owing to the
power noises contributed by other operations, the highest cor-
relation may not correspond to the correct key when the num-
ber of samples (power signatures) is small. In order to reveal
the real correlation between estimated power and measured
power, the number of samples for DPA attack needs to be large.
When the number of samples is large enough, the correlation
obtained by the correct key will larger than that obtained by
wrong guesses. The MTD is defined as the number of samples
when the correlation coefficient of the correct key and the max-
imum correlation coefficient of other wrong key guesses have
a crossover, and the correct key has the largest correlation after
the crossover. It means that the keys with the highest correla-
tion can be considered as the correct key when the number of
power traces is larger than the MTD.

The MTD curves of the first byte of the secret key under
normal mode are shown in Fig. 7(a), which shows that in nor-
malmode the first byte of the key can be disclosed using around
3000 power traces. Figure 7 shows the correlation curves under
randommode using non-windowing andwindowing attacks re-
spectively. From the figure, we can see that the two curves
are closer to each other in windowing attacks, so windowing
attacks are more effective than non-windowing attacks. How-
ever, although a windowing DPA attack was used, the key can-
not be obtained after 64000 power traces, as shown in Fig. 7(c).
As a result, the proposed hardware based random order execu-
tion improves by least 21 times the DPA resistance when com-
pared with the corresponding fixed order execution.

4.3. Chip performance comparison

Table 2 summarizes the results of the fabricated chip
and compares previous work employing other DPA counter-
measures. In terms of functionality, our chip implements both
standard encryption and decryption while other works only
have an encryption function. In order to improve DPA resis-
tance, our chip employs a fine-gained architecture to increase

the number of operations for random execution. Owing to the
fine-grained structure, our chip has the smallest die area. How-
ever, because of serially executing fine-grained operations, the
throughput of our design is also compromised. In order to eval-
uate the tradeoff between throughput and area and make a fair
comparison with other designs, we use the metric, Through-
put/Gates, for comparison. Since other works only have an
encryption function, and the decryption circuits of our design
takes up around 1/3 of the area, we use 2/3 total gates for the
evaluation. The metric of our design is the highest. It means
that our design can achieve the best throughput when using
the same amount of hardware resources. This further implies
that our DPA counter-measure introduces less hardware over-
head than counter-measures used by other designs. Our chip
consumes 18 nJ for one encryption, which is higher than the
smallest one (around 15 nJ)Œ9� that uses a decoupling technique.
However, our chip implements both encryption and decryption
circuits. Decryption circuits also contribute power consump-
tion to the encryption process because they increase the equiv-
alent capacitance. If only considering the encryption circuits,
our design may be more energy efficient than that in Ref. [9].
Considering the evaluation results in Table 2, our design suits
applications that have astringent area, energy constraints, and
high DPA resistance and low throughput requirements.

5. Conclusion

In the paper, a novel AES chip with hardware-based ran-
dom order execution is presented to enhance DPA resistance.
Fine-grained computing is utilized to sufficiently exploit in-
trinsic operation-level independencies in the algorithm. Dy-
namic dataflow architecture is proposed to implement random
order execution. Owing to the fine-grained structure and data-
driven computing, the chip is characterized by small area and
low energy consumption. Compared with the fixed order exe-
cution, the DPA resistance of our chip is greatly enhanced.
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