26 7
2005 7

CHINESEJOURNAL OF SEMICONDUCTORS

Vol.26 No.7
July ,2005

Energy Recovery Capacitance Coupling L ogic and
Its Synthesis Methodology

Yang Qian and Zhou Runde

(Institute of Microelectronics, Tsinghua University, Beijing 100084, China)

Abgtract : A novel energy recovery logic style ERCCL (energy recovery capacitance coupling logic) ,which has good

energy performance compared to the conventional CMOS logic and other advanced energy recovery logic,is pro-

posed. ERCCL uses capacitance coupling to perform a logic function,so it can energy-€eficiently implement a high
farrin complex logic in a sngle gate. ERCCL is a0 a type of threshold logic. The gate count of a system based on
ERCCL can be sgnificantly reduced ,which ,in turn ,will decrease the energy loss. A threshold logic synthess meth-

odology for ERCCL is a0 presented. MCNC benchmarks are run through the proposed synthes's methodology. The

results indicate that about an 80 % reduction in gate count can be obtained when compared with the synthes s results

of SIS.
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1 Introduction

Power consumption has been a critical parame-
ter in digital desgn since the early 1990s. Methods
for power reduction based on energy recovery tech-
niques have been reported recently™ . Numerous

energy recovery

[2 4]

logic styles have been pro-
posed ,assuming that an energy recovery sys
tem can be designed by replacing conventional logic
gates with their energy recovery counterparts. The
disadvantage of thisapproachisthat it resultsin an
extremely large pipeline depth, requiring a large
number of delay matching latches that increase
norradiabatic disspation™ . In this paper ,a novel
energy recovery system design approach is presen-

ted ,which firstly trandorms a conventional logic
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network into a threshold logic network then re
places each threshold gate with a novel energy re-
covery logic gate ERCCL '™ (energy recovery capac-
itance coupling logic) . Threshold logic is attractive
asit has both reduced logic depth and gate count
ERCCL
uses capacitance coupling, rather than a CMOS

when compared to conventional logic!”.

switches network, to perform a logic function.
Thus ERCCL can energy-efficiently implement a
complex logic with a high farrin in a sngle gate.
The previoudy proposed energy recovery logics
cannot energy-efficiently implement high complex
logicin a dngle gate because the energy of the in-
ternal node in complex switched network cannot be
efficiently recovered® . ERCCL implements thresh-
old logic by capacitance coupling used. The pro-
posed design approach based on ERCCL can mini-
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mize the total nonradiabatic loss by minimizing the
number of logic gates. For maximally reducing gate
count of a logic network ,a threshold logic synthe-
ss methodology for ERCCL is developed ,which re-
duce gates count significantly compared to the con-
ventional logic synthesis methodology.

2 ERCCL

Figure 1 shows a basc ERCCL gate and its
four-phase of power-clock. The ideal power clocks
and auxiliary clocks are shown in Fig. 2. Power
clocks®@ have four phases,i. e. evaluate ,hold, (en-
ergy) recovery ,and wait. The auxiliary clock CKiis
held high during the wait phase of ¢; to avoid the
nodesL ,R,L: and R: floating all the time.

valuation

E

Fig.2 Power-clocks and auxiliary clocks

A threshold logic gate has n binary inputs Xu,
X2, , Xnanda binary output y. The gateis speci-
fied by the threshold T and a group of weights w: ,

Wz, ,Wn.lf ZWiXi > T,y = 1;otherwisey =0

. ERCCL implements threshold logic function using
the capacitance coupling technique.

The operation of ERCCL is described in Ref.
[6]. The non-adiabatic loss of an ERCCL gate in

the worst case is 1/2GC, ) Vin + Cvvy Vi + 1/
2Caty (Vau - Vm)2 + 4CgV2CK[6] . G,y is the capaci-
tance of node L1 (R:) , Cv(v, is the capacitance of
node Y(Ys) ,Cuv is the capacitance of node a(b) ,
and G is the gate capacitance of transstors nr
Nw.Vw and Vi are the threshold voltage of nMOS
and pMOS ,respectively. Vck is the voltage swing of
the auxiliary clocks. Thus the non-adiabatic loss of
an ERCCL gate is independent of the logic conr
plexity and load ,therefore depends only on the to-
tal gate count.

Additionally ERCCL reduces adiabatic loss in
the circuit level asit implements logic through ca
pacitance coupling rather than a switches network ,
which leads to less turnon resstance'® , ERCCL
can greatly reduce dissipation in the architecture
level with less gate count by implementing high
fanrin complex threshold logic energy-efficiently in
a dngle gate.

To demonstrate the energy efficiency of ER-
CCL ,a 4bit adder of ERCCL ,a conventional CMOS
and a ECRL'™ ,and a NERL™ are designed and
compared. The conventiona CMOS adder , ECRL
adder ,NERL adder all take CLA (carry-lookahead
adder) architecture!” ,while ERCCL takes thresh-
old logic adder architecture!® . HSPICE smulation
based on CSMC 0. 4 m DPDM technology parame-
ters are performed. The supply voltage is 5V ,and
the voltage of the ERCCL auxiliary clocksis 1V.
Each primary output is connected to a 100f F load.
The smulation results are listed in Table 1.

Table 1 Power loss and area costs for various 4 bit
adders

CMOS ERCCL ECRL N ERL

20M Hz 23U W 63 W 13u W 104 W

50M Hz 593 W 24U W 400 W 33 W

100M Hz 1183 W 7120 W 109Qu W 913 W
Gate count 27 27 47 47
Trans stor count 140 372 242 490

Compared to the ECRL ,NERL ,and conven-
tional CMOS,ERCCL has lower power loss. At 20
100M Hz ,the ERCCL achieves a power savings

of 74%  40% compared to the conventional
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CMOS,52% 35% compared to the ECRL ,and
40 % 23 % compared to the NERL . However ,ER-

CCL pays more area cost. Including the area cost of
coupling capacitors,the ERCCL adder costs about
3 times more area than the conventional CMOS and
costs about 60 % more than the ECRL. The area
cost of the ERCCL islessthan that of the NERL.
The trang stor counts of various addersislisted in
Table 1.

ERCCL ,ECRL ,and NERL &l use the same
four-phase power clock. Power clock loss is not
conddered in smulation. The energy efficiency of
the four-phase power clock can reach about
80 9% . If power clock loss is added,the ERCCL
can achieve a power saving of 68% 259% conr
pared to the conventional CMOSat 20 100M Hz.

Although the ERCCL adder needs less gate
count and less circuit level ,its latency is a little
more than the NERL adder and ECRL adder ,since
its gate needs 3 power clocks to work. The latency
of the ERCCL adder is 1 5 cycles while that of
NERL and ECRL is 1 25 cycles. In addition, as
coupling capacitors can filter some noise and
glitch ,the robustness of ERCCL is better than that
of ECRL and NERL.

3 Threshold logic synthesis for ER
CCL

Because maximally reducing gate count in an
ERCCL circuit can greatly reduce power loss,a
high efficiency threshold logic synthes's methodol-
ogy is important for ERCCL. In this section, a
threshold logic synthess methodology is devel-
oped.

3.1 Background

In this section ,a concept and a theorem ,which
are important for threshold logic synthess, are
presented.

Binate function:If there exists a digunctive or
conjunctive expresson of f (x1, X, , Xm) in

which xi appearsonly in uncomplemented (comple-

mented) form,f is said to be unatein xi. A func
tion ,whichisunatein all variables,iscalled a unate
function ;otherwise ,it is called a binate function.
Binate functions are important for threshold logic
as every hinate function is not a threshold func-
tion!"
Theorem 1: Gven an irredundant sunrof-
products (SOP) expresson for function f (x:, x2,
, Xxn) (in which no cube includes any other
cube) ,if there existstwo cubes aand b which both
are composed of more than two variables and have
no common variable f is not a threshold function.

Proof : A ssume a= Xi Xi2 Xim , (Xil , Xi2 , Xim
{x1,%, ,Xn}),b=Xa1Xx2 Xk, (X1,X2, X
{x1,%, ,Xn}),{x1,X2, ,Xm} n{Xa, X2,

Xk} =@. If f isa threshold function,there ex-
istsaset {wi,w2, ,wn, T} satidying Egs. (1)

and (2).

1
=

iHZWiXi > T, f (D

.ZWiXi <T, f=0 (2)

Assume xi1 =1, x: =1,other variablesof f are 0,
inthiscase f =0 ,we have

wii + wip < T (3)
= xj = 1,other
variablesof f are 0,in thiscase f =0 ,we have

Assume Xxi = = Xm =1, X2 =

Wiz + + Wim + Wiz +  wik < T (4)

From Egs. (3) and (4) ,we have
Wir + Wiz + + Wim + Wz + Wpg + Wik < 2T
(5)

Assume xi = X2 = = Xim =1 ,0ther variables of f

are 0,inthiscase,f =1 ,we have

Wit + Wiz + + Wim = T (6)
Smilarly ,we have
wj1 + wj2 + + wik = T (7)

From Egs. (6) and (7) ,we obtain

Wit + Wiz + + Wim + Wjp + Wiz +  Wjk =2 2T
(8)
Equations (5) and (8) are contradictory. Therefore

f is not a threshold function.
3.2 Algorithms

Figure 3 gives a high-level overview of the
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main stepsof the proposed methodology. Theinput
to the proposed methodology is a multi-output
combinational logic function;the output is a func
tionally equivalent threshold network. The weigh-
ted-sum restriction can be specified during thresh-
old network synthess.

For clarification of description, some defini-
tions are defined as follows. A threshold nodeis a
node which is a threshold function and also meets
the weighted-sum restriction. A non-threshold
node is a node which is not threshold node. A theo-
rem 1 nodeis any node satidying theorem 1. A bi-
nate node is a node which is a binate function. A
node ,which is neither a binate node nor a theorem
1 node ,iscaled an ordinary node. A threshold ker-
nel isa kernel which is a threshold function.

set it as node n

1s binate O) NQO,

heorem 1 noge

For each node f
in the network

Split n into

ni,nz,"-nk

- Decompose [
Set each split g -
node as node n | YES | usin etllnl:}sshold

Binate or

theorem 1 node i
. >+~ Decomposition
splitting algorithms algorli)thms

Ordinary nodc
spllitting For each output
algorithms et it as node »
Split n into
Ry,

Set each fanin
of nas node n

Set each s lit_J
node as node »
L

Fig.3 Highlevel overview of the proposed methodolo-
ay

The key idea of the methodology isfirstly to
split each binate node or theorem 1 node n into
multiple small nodes{m,r, n} usng eficient
heuristics, because binate nodes and theorem 1
nodes must be non-threshold nodes. Secondly [form
an OR gate with these split nodes (n=m + e +
no) . After the split ,decompose each non-threshold

node with threshold kernels (if it exists). Then

split the rest of the nonthreshold nodesinto small
nodes and form an OR gate with the split nodes
until all nodes of the network are threshold nodes.
After threshold logic synthess, every threshold
gate is mapped to a ERCCL gate and latches are
added to accommodate gate level pipelining intro-
duced by the use of energy recovery logic gates. We
describe each node split agorithm and decompos-
tion algorithm in detail (in pseudo Ccode) in the
following. Variable W ,which is used in the follow-
ing algorithms ,isthe weighted-sum restrictionon a
threshold gate.

Decomposition algorithm:

f isone non-threshold node

Decomposition (f) {

g find_ best _ kernel (f)

if g=@ then

return f
else
(q,r) =weak _ div(f,g)
return (decompostion (q) g + decompo
sition (r))

}

Decomposition ,which relies on kernels,is the
process of deriving an optimal factored form of a
given logic function™® . The proposed algorithm is
described in recursve form. Firstly ,we compute all
of the threshold kernels of f utiliziing rectangle
covering algorithms,which is both fast and effec
tive! . Procedure find _ best _ kernel chooses one
threshold kernel with the most variables as the di-
visor g. If there does not exist any threshold ker-
nelsof f,f is not decomposed. Otherwise,quotient
gand remainder r are generated by afast weak di-
vison algorithm (implemented by procedure weak
_div)"® . gand r are recursively decomposed with
the same decomposition algorithms. Finally ,we ob-
tain an optimal factored form of f.

Binate node splitting algorithm:;

k <1

nisone binate node

while k<W and nis binate node do

{L,R} =hinate_ split — two(n)
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N «L
k «k+1
n <R
N <Nk
Procedure binate _ split _ two splits ninto two
nodes,L and R. L is a unate node,which does not
satidy theorem 1 and has as many cubes of n as
possible. R includes all the rest cubes of n exclu-
ding the cubes of L. The process stops until all of
the split nodes are unate nodes or the number of
the split nodes exceeds W.
Theorem 1 node splitting algorithm::
k <1
nisone theorem 1 node
while k<W and nistheorem 1 node do
{L,R} =theoreml_ split _ two(n)
ne L
k «k+1
n <R
N Nk
Procedure theoreml _ split _ two splits ninto
two nodes,L and R. L does not satidy theorem 1
and has as many cubes of n as possble. R includes
al the rest cubes of n,excluding the cubes of L.
The process stops until all of the split nodes are
not theorem 1 nodes or the number of the split
nodes exceeds W.
Ordinary node splitting algorithm:
nisone nonthreshold node
k <1
Nk <N
while k < W and n, ne,
threshold node do
for i=1to kdo
if misnot threshold node then
{L,R} =threshold _ split _ two
(ni)
n L
k «k+1
n <R

, N« are not all

Procedure threshold - split — two splits ni into
two nodes L and R,usng the most frequently ap-
pearing variable (excluding the variables appearing

in all the cubes) . For example ,given n = x1 %2 Xs +

X1 X2 Xa + X1 X5 X6 ,we Plit on x2 to get L = x1 X2 x3 +
X1 X2 X4 , R= x1 xs xs . We do not plit on xiinthe &
bove example ,because x1 appearsin all the cubes.
This split method is based on the following: the
likelihood of a function being threshold is greater
with fewer variables™ .

3.3 ILP problem and threshald function

One key issue of the above methodology is to
determine whether a function is threshold or not.
Thisproblem is solved by casting it inan ILP (in-
teger linear programming) formulation. The meth-
od of Ref.[10] is used to formulate the IL P prob-
lem. After formulation ,an existing linear program-
ming tool called LP_ SOLVE" is used to solve
the problem.

3.4 Experiment results

We ran the benchmarks in the MCNC bench-
mark suite with the proposed threshold synthess
methodology. Some of the results are listed in Ter
ble 2. Conventional synthess results are obtained
by:firstly replacing each gate in the optimized
Boolean network with an ERCCL gate ,then adding
the latches to accommodate gate level pipelining.
The optimized Boolean network isobtained by run-
ning the script. boolean script in SIS™ (an existing
boolean logic synthes s tool) .

It can be seen from the resultsthat up to 85 %
reduction in gate count is possble ,with average re-
duction being 78 %.

Table 2  Threshold synthesis results compared with
conventional synthess
Conventional_synthes's Threshold synthes's
Benchmark
Gate L evel Gate Level
cm85a 165 8 37 2
cmb 100 7 36 3
terml 1790 12 378 4
pml 117 5 17 2
x1 1053 10 298 4
cml52a 49 4 9 2

4 Conclusion

A novel energy recovery logic style ERCCL is
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presented in this paper. Compared to the conven-
tional CMOSlogic and other competing energy re-
covery logics,ERCCL has energy performance. ER-
CCL can energy-eficiently implement a complex
logic with highfarrinin a sngle gate and a thresh-
old logic. A novel energy recovery system design
approach based on ERCCL ,which minimizes the
total non-adiabatic loss by minimizing the number
of logic gates,is proposed. A threshold logic syn-
thes s methodology for ERCCL ,which reduces gate
count significantly compared to the synthess re-
sultsof SIS,isals presented.
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