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Abstract : This paper presents an eficient algorithm for reducing RL C power/ ground network complexities by ex-
ploitation of the regularitiesin the power/ ground networks. The new method first builds the equivalent models for
many series RL CG-current chains based on their Norton’ sform companion modelsin the origina networks,and then
the precondition conjugate gradient based iterative method is used to solve the reduced networks ,which are symmet-
ric postive definite. The solutions of the origina networks are then back solved from those of the reduced networks.
Experimental results show that the complexities of reduced networks are typically significantly smaller than those of
the original circuits,which makes the new algorithm extremely fast. For instance ,power/ ground networks with more
than one million branches can be solved in afew minutes on modern Sun workstations.
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1 Introduction

Efficient trandent analyss techniques of P/ G
networks are required to precisely capture the dy-
namic voltage fluctuations on P/ G wires for guid-
ing the designs of reliable and robust P/ G net-
works. As millions of devices are integrated into a
sngle chip ,transent analyss of a power/ ground
network becomes a challenging task due to the in-
creasng dzes of the networks. Traditional circuit
smulators like SPICE are no longer able to meet
the formidable tasks of analyzing P/ Gcircuits with
millions of extracted RL KC elements in a timely
manner.

Sgnificant research efforts have been carried
out to find efficient smulation approaches for P/ G
grid analyss* ° in the past. Among them, the
multi-grid method™® , hierarchical method™” ,pre-
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conditioned conjugate gradient'™ hierarchical mod-
el order reduction™ ,and frequency domain analy-
ss' are the latest proposed methods. Although
sgnificant improvements have been made to ana
lyze large P/ G grids by those proposed methods,
the naturally regular physical structuresof a P/ G
network are not fully explored to speedup transent
analysis of networks.

Tree-mesh structured P/ G circuits are ana
lyzedin Ref. [10]. The tree portions of the P/ G
network are reduced via the model order reduction
method PRIMA™ to obtain the equivalent circuits
of RLC treecircuits.But ,some errorswill beintro-
duced. The methods in Refs. [4,11] fully explore
the naturally regular structures of a P/ G network
to reduce the P/ G network complexities in an er-
ror-free fashion. However ,they can only be applied
for DC analysis of resstor-only P/ G networks.

In this paper ,we propose a new approach to
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the transent analyss of large P/ G grids. Our new
method is based on the observation that P/ G grids,
especialy those used in many cell-based layout
ASIC applications, condgst of any series RLC
chaind™ ™! as shown in Fig. 2. We show that a
compact equivalent model can be built for the RLC
chain circuit in each time step of approximate inte-
gration. With the equivalent chain model s ,the orig-
inal networks can be reduced significantly and effi-
cient trandent analyses of very large P/ G networks
becomes possible.

FHg.1 A P/ Gnetwork of standard cell based ASIC lay-
out

Asonly resstors and constant current sources
are present in the reduced P/ G networks in each
time step ,and the resulting circuit matrix of the
network is symmetric postive definite (the voltage
sources are also modeled by Norton equivalent cir-
cuits) ,a preconditioned conjugate gradient based
iterative method*! can be used to eficiently solve
the resulting circuit matrix. Our contributionisthe
introduction of an efficient algorithm for reducing
RLC P/ G network complexities in an error-free
manner by exploitation of the regularities in the
power/ ground networks. Experimental
show that at least two orders of magnitude gpeed up
over SPICE isobserved for large P/ G networks.

results

2 Construction of equivalent circuit
model s

The P/ G networks are typically mesh-struc-

tured into VL SI technology and consist of many
cascaded RLC sections extracted from chip lay-
outs,as shownin Fig.1 for a power network.

Fig.2 A seriesRLCchainina P/ G network

Here R, C ,Li ,denote ,respectively ,the res st-
ance ,capacitance ,and inductance at the P/ G wire
segment i. Capacitance G includes both the parast-
ic capacitances of the P/ G wire i and the decou-
pling capacitances. e is a timevarying current
source that captures the dynamic current consump-
tions of the circuit cells. N» and Nn+1 are called
cross nodes and the rest of the nodes are called in-
termediate nodes. Our goal isto suppressall thein-
termediate nodes in this series RLC chain circuit
and replace them in each integration time step of
trandgent analyss usng an electrically equivaent
circuit that conssts of only the cross nodes.

2 1 Integration approximation in Norton’ sform

Let h be the time step used at Smulation step
k + 1. For the capacitors and inductors,trapezoidal
companion models of Norton’ s form are used. In
this way ,we will not introduce any extra nodes.
Soecifically ,the current across a capacitor at the k
+1 stepis:

|c,k+1 = Zh:\/c,kﬂ - (Zh:\/c,k + |C,k) (1)

where Vex, lek, Veks1, lex+1 denote the branch
voltage and branch current of the capacitor at step
k and step k+ 1 ,respectively ,and Cis the value of
the capacitor.

Smilarly the current through an inductor at
step k+1is:

ILke1 =

i’VL,ku + (jlj:VL,k + 1) (2)
where Vi, luk, Vik+1, lLks1 denote the branch
voltage and branch current of the inductor at step k
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and step k + 1, respectively ,and L is the value of
the inductor ,as shown in Fig. 3.

Fig.3 RLC chain circuit companion models at
step k+1

Next ,we merge two floating resistorsfor each
RL C section ,as shown in Fig.4 ,usng Norton the
ory. Thusthecircuit in Fig. 3 can be smplified into
the following circuit shownin Fig.5 ,whichisread
y for further reduction to be explained in the next
subsection.

V, . BI2L+]

Liik+l Lik+1

2L/h
el
e
Vg N Vas
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R,'

Fig.5 Smplified RLC chain circuit

2 2 Trandormation from Y model toTt model

In this subsection, we show how the RLC
chain circuit shownin Fig.5 can befurther reduced
by an equivalent circuit cons sting of only the cross
nodes. This is done by repeatedly tranforming a Y
modd drcuit to art modd drcuit ,as shownin Hg. 6.

In Fig.6,E and E are the currents inflowing
into node a and node b ,respectively ,and the corre-
sponding arrowheads show the current directions.
The equivalent currents and red stances are shown
on the right-hand sde of Fig.6.

Fig.6 Y model circuit toTt model circuit

2 3 Condgruction and back solving algorithms for
the equivalent circuits

By repeatedly applying the Y model toTt mod-
el trandormation, starting from node N: until we
reach node Ns+1 ,the whole chain circuit isin Fig.5
can be reduced into an equivalent circuit shown in
Fig.7.

equiv
Il,mlJﬁI

Vmuﬂ

equiv
{ [kt

Fg.7 Equivalent chain circuit model

The algorithm for computing R™, R,
WIS I ke ,and 191 1 from the circuit
is shownin Fig.5.

Once the reduced network has been solved ,all
the intermediate nodes of original circuits can be
back solved usng the superpostion principle. As
shown in Fig.5,for voltage Vik+1 at the node i,
when the current flowing through the resistor R’
is obtained ,the voltage Vi+1x+1 at node i +1lise
qual to Vi1 plusthe voltage drop on R . The cur-
rent flowing through the resistor R1 can be com-

puted smply with the KCL law.

3 Overall algorithm

3 1 Algorithms description

After the reduced network is obtained at each
time step, a preconditioned conjugate gradient
(PCGQ) based iterative method™! is used for the so-
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lutions as the resulting circuit matrix is symmetric
posdtive definite and the circuit conssts of only re-
sstors and constant current sources. Assumeinitial
node voltages are known and the number of RLC
sectionsin a P/ G network is M. The overall smu-
lation algorithm is shown asfollows.
PG Solver ()
{
Initiate Vi, R ,ri for i
for k=1 1t0o ne do
{
RENEW (eci« i) ;
For al RLC chans EQVCKT-CON-
STRUCT() ;
PCGSOLVER () ;
For al RLC chainsBACK- SOLVER() ;

[1,M];

Nseo 1S the number of time steps used in the
simulation. REN EW (eci « ,eli,«) computes the com-
bined current sources from previous smulation re-
sults. EQVCKT-CONSTRUCT constructs the e
quivalent circuits for al the RLC chains. PCG
SOLV ER isthe linear solver based on the PCG al-
gorithm for the solutions of the reduced network.
BACK-SOLV ER back slves the node voltage of
al intermediate nodes.

3 2 Time complexity analysis

Suppose there is a P/ G network with N
nodes,among which Neoss iS the number of cross
nodes and Nmq is the intermediate nodes and N =
Neross + Nmia. Typically Neoss is far less than N in
standard cell based P/ G networks of ASICs. The
computation cost of the resulting algorithmis

Tequekt (N) + Toack (Nmia) + Tpeg ( Neross) (3)
where Tepet (N) , Toeek (N) ,and Tpeg (N) are the
time costs for routines EQVCKT-CONSTRUCT ,
BACK-SOLVER and PCG SOLV ER ,respectively.
We notice that EQVCKT-CONSTRUCT and
BACK-SOLVER are of linear complexity. As for
the PCG SOLV ER ,it isgreater than linear theoret-
ically ,but it was shown in Refs. [2,13] that it

practically shows linear time or close to linear time
complexity for many practical large P/ G networks
due to sparsity of those circuits. Al ,if Neoossisfar
less than Nmd ,the nonlinear time cost has marginal
effectson the scalability of the whole algorithm. As
a result ,the whole agorithm, which conssts of
PCG SOLV ER ( Neoss) , EQVCKT-CONSTRUCT
(N) and BACK-SOLVER ( Nnia) ,is of linear or
close to linear time complexity in practice. Thisis
illustrated in Fig. 8.

In Fig. 8 ,we definef = N/ Neoss ,which reflects
the reduction ratio between the original P/ G grid
and the reduced P/ G grid and also draws a CPU
time versus number of circuit nodes curvesfor both
the pure PCG and new method. Four networks
with different3 are solved for each total number of
nodes. The CPU timefor the pure PCG method (no
node reduction is performed) is the average time
used for the four circuits as the CPU time of the
pure PCG method does not change sgnificantly
withPB. It is shown that the CPU time used by the
new algorithm grows almost linearly whenf3 > 10.
Al ,as more reduction become poss ble with alar-
gerB ,the increase rate of the CPU time decreases
with the number of nodes.
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Fig.8 Time complexity comparison

4 Experimental results

The proposed smulation algorithm is imple-
mented in C and C* " . All the experimental results
are obtained on a SUN UltraSparc workstation
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with a 750M Hz CPU and 1Gb memory. The nunr
ber of time steps n«e iS assgned as 120 for a clock
cycle according to the requirement of accuracy'® .
We have tested our program on a number of
P/ G networks with complexities ranging from 2500
nodes to 1 million nodes. The statistics of those P/

Gcircuits are shown in Table 1.

Tablel Satisticson the origina and reduced nets

P/ G grids Node seen by PCG Red%Jction
ratio/ X
Pure PCG | Our method
50 x 50 x 10 2551 501 5
100 x 100 x 10 10101 1001 10
200 x 200 x 10 40201 2001 20
400 x 400 x 10 160401 4001 40
600 x 600 x 10 360601 6001 60
800 x 800 x 10 640801 8001 80
1000 x 1000 x 10 1001001 10001 100

First ,we compare our method with that of
SPICE in terms of accuracy. Both programs are
used to solve a 50 x50 x5(x x x x y P/ G network
has x P/ G strapsand y P/ Gtrunks,each strap has
x+1 nodes.) P/ G network. The results are shown
in Fig.9. The two waveforms are essentialy same.
The maximum error isjust 0. 00289 %.

Next ,we compare our new smulation method

2.525
= HSPICE
2.500F —Our method
2
& 2,475
3
>
3 2.450¢
(=}
Z
2425
2'4000 2 4 6 8 10 12
Time/ns

Fig.9 Accuracy comparison with SPICE

with the SPICE and the pure PCG algorithm. The
effectiveness of equivalent circuit modeling is
shown in Table 1 where the number of nodes after
node reduction and the reduction ratio for each cir-
cuit are shown in columns 3 and 4. It can be seen
that complexitiesof the P/ G network can be s gnif-
icantly reduced. On the other hand ,we notice that
the topologies of P/ G grids do have impactson the
performance of the new algorithm.

Tables 1 and 2 show that the pure PCG can
not deal with very large P/ G networks. Thisis be-
cause PCG will become memory hungry when large
circuits are loaded. On the other hand ,the new al-
gorithm is much more memory efficient and power-
ful than the pure PCG method.

Table 2 Comparison on CPU times

CPU time/ s Speedup over
P/ G grid Our_new method
SPICE Pure PCG - SPICE Pure PCG
Eqvckt-construct Back _ solver Total time

50 x50 X 10 49.08 4.48 0.15 0.17 0.98 50.08 4.57
100 x 100 X 10 762.74 28.47 0.62 0.55 3.26 233.97 8.73
200 x 200 % 10 N/ A 143.88 6.86 6.33 24.97 N/ A 5.76
400 x 400 x 10 N/ A 1391.55 34.87 30.40 115.82 N/ A 12.04
600 x 600 x 10 N/ A 3874.67 88.33 66.91 250.70 N/ A 15.46
800 x 800 x 10 N/ A 13102. 46 135.68 117.85 435. 26 N/ A 30.10
1000 x 1000 x 10 N/ A N/ A 211.13 190.37 687.50 N/ A N/ A

From Table 2 ,it is seen that the new algo-
rithm is one order of magnitude faster than the
pure preconditioned conjugate gradient method and
two orders of magnitude faster (50X 233X) than
SPICE. The speedup of the new algorithm is com-

parable with the recently proposed P/ G smulation
algorithm in Ref. [3]. The capability of the new al-
gorithm is also dgnificantly improved compared
with that of the pure PCG,as shown in Table 2.
The maximum level of a P/ G network that can be
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solved by the PCG method is 800 x 800 with 640k
nodes and it takes 13102 46s to svlve the circuits,
while the new algorithm can easily solve a 1000 x
1000 P/ G network in 687. 50s. For the 800 x 800
circuit ,the PCG SOLV ER takes 181 73s(which is
the total time minus the times of EQV CKT-CON-
STRUCT and BACK-SOLV ER shown in the ta
ble) ,which implies that PCG SOLV ER only con-
tributes 41 75 % of the time cost of our algorithm.
A's SPICE bails out on very small circuits,we ex-
pect more speedup will be seen on large circuits
given the super-linear time complexity of SPICE.

5 Conclusion and future wor k

This paper proposes an efficient algorithm for
reducing RL C power/ ground network complexities
by exploitation of the regularities in the power/
ground networks. The experimental results demon-
strate that the node reduction technique contrib-
utes at least one order of magnitude speedup over
methods without node reduction and the resulting
new algorithm is two orders of magnitude faster
than SPICE with almost no accuracy lossfor many
standard cell based P/ G networks. The new algo-
rithm takes 687. 5s to snlve P/ G networks with
more than 1 million nodes on a 750M Hz Sun work-
station. Also the method can be easily extended to
deal with tree-mesh structured P/ G networks. This
makes our algorithm a serious contender for attac-
king real industry P/ G networks.
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