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Abgract : We present a novel incremental algorithm for non-dicing floorplans based on the corner block list repre-
sentation. The horizontal and vertical adjacency graphs are derived from the packing of the initia floorplanning re-

sults.Based on the critical path and the accumulated dack distances we define ,we choose the best position for inser-

tion and do a series of operations incrementally , such as deleting modules,adding modules,and reszing modules

quickly. Thisincremental floorplanning algorithm has a very high speed less than 1 m ,which is one of the most im-

portant measures in this research. The a gorithm preserves the original good performanceson area and wire length. It

can a0 supply other tools with good physical estimates for area,wire length ,and other performance guidelines.
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1 Introduction

In VLSI layout design,with the continuous
shrinking of feature szes,deep submicron effects
cause more and more interactions between high
level and physcal-level desgn. Recently, severa
synthes s investigations have been reported taking
physical information into account™ * . Traditional
independence among those desgn phases, which
will cause iterative processes,should be avoided in
order to deal with much more complex VL SI sys
tems. To cope with the complexity of the merging
of those design phases,incremental algorithms are
becoming more and more important. Floorplan de-
sgnisanimportant stagein the physcal desgn cy-
cle ,which can provide necessary information to es
timate quality metrics, such as area,wire length,
and net capacitance (which is based on wire
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length) . Those physical metrics are important esti-
mations for high-level SOC synthess™ ,which is
becoming more popular for design timing closurein
the future. Thus research on the incremental floor-
planning algorithms to cope with the interactions
between floorplan and high-level synthessis rele-
vant. The problem with traditional floorplannersis
that they are too sow to be invoked every time a
potential move in the desgn space is to be evalua
ted. To address this problem ,we study ways to up-
date the floorplan incrementally since typical de-
sgn space exploration involves small changes that
only afect part of the layout. Our results show
that the incremental approach for floorplanning is
fast and can supply other tools with good physical
estimates for area and wire length.

Floorplanning algorithms are normally based
on a sdmulated anneding ( SA) optimization
scheme, using various floorplan representations.

* Project supported by the Nationa Natural Science Foundation of China(Nos. 90407005 ,60473126) and the Program About 3D Foorplanning

and Placement by Intel Corporation

Yang Liu female,was bornin 1980 ,PhD candidate. Her research interests focus on floorplanning and interconnect routing a gorithms.

Received 15 May 2005 ,revised manuscript received 14 September 2005

(C2005 Chinese Institute of Electronics



2336

26

Representations of the geometric relationships a
mong modules s gnificantly affect the floorplanning
design process. In termsof block configuration ,two
categories of floorplan, dicing® and non-dicing,
are identified. For general floorplansincluding both
dicing and non-dicing, several encoding schemes
have recently been proposed, namely, SP®!
BSG® ,O-tree'”! , corner block list (CBL)'™ ,B -
tree'” .and TCG™ . Among of them ,CBL is an -
fective representation for nornrdicing structures,
and it has advantages in both time complexity and
wlution space over other floorplan representar
tions. Compared with the previous representations,
CBL has a smaller upper bound on the number of
possible configurations,produces fewer redundan-
cies ,and needsonly linear computations to generate
a corresponding floorplan.

The incremental floorplan is becoming more
important for theinteraction between floorplanning
and synthesis. Cong et al . formulated incremen-
tal physical design problems and surveyed the ex-
isting solutions. Crenshaw et al . '*?!
cremental floorplanner which used a greedy method
to apply local changes on a dicing floorplan tree.
The algorithm was applied to a high-level synthes's
framework. It used arearonly criteria to assess the
need for invoking a traditional floorplanner. Liu et
al . ™™ devised an incremental floorplanner based on
genetic algorithms. It supported incremental chan-
geson an existing floorplan and could find an ac-

ceptable solution ten times faster than traditional
(4]

proposed anin-

approaches. Li et al.
placement algorithm based on integer programming
for reducing congestion.

presented an incremental

2 Problem formulations

In the phase of high-level synthess,there are
different binding solutions that lead to changes of
floorplanning configurations. The operations in
synthes sinclude the binding moves of share,split
and swap''.

The" share” operation merges two resources

resl and res2 into one single resource. Smilarly,
the® split” operation is the reverse of the* share”
operation ,that is,a angle resource is $plit into two
resources. The' swap” operation occurs when some
modules are replaced by other modules that may
have better performance. The operations on the
floorplan corresponding to the three instances de-
scribed above are“ deleting modules” ,* adding
modules’ ,and“ resizing modules’.

During the design process,the synthes s tool
provides an initial full floorplan which is created
from a baseline netlist. During the next phase,as
new des gn automation decisons are eval uated ,up-
dates are made incrementally on the floorplan. The
packing results can be used as an indication of
whether the incremental updates were sufficient (if
it is a dgnificantly better solution,then a better
update threshold should be used) .

So our problem can be described asfollows:we
are given an initial floorplan F usng CBL and the
modification request of the synthess.Based on the
given binding moves ,we modify floorplan F locally
into F° while changing the modules’ topological
relations as little as possble. As a result ,we have
preserved the good performance derived by the o-
riginal packing while smultaneoudy getting the
CBL list of the modified floorplan which can be
used in the following optimizations. A diagram of
our algorithmis shownin Fig. 1.

[nitial ﬂoorplan(F(S,T,@—l Modification request

rlncremental floorplanning l

@ew ﬂoorplan(F'(S'.T’,L@

Fig.1 Diagram of algorithm

We definea set B={B1,B2,B3z, ,Bn} repre
senting all rectangular modules from highrlevel
synthess,where nis the number of modules. Each
circuit module B; is defined by a tuple (wi, h) ,
where w; and h; are the width and the height of the
module ,respectively. The chip area ratio is W w,

where his the overall height of the chip and w is
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the overall width of the chip.A handA w arethein-
crements of overall height and overall width of the
chip ,respectively. A packing P={(xi,y)|1<i<
n} isan assgnment of coordinates to the lower left
corners of the modules such that there are no two
rectangular modules overlapping.

The objective of the floorplanner is to mini-
mize the area and wire length of the whole chip and
the number of modified blocks.

3 Algorithms

3.1 CBL represntation

In our algorithm ,we adopt CBL to represent
the floorplan which preserves the topological rela
tions of the blocks.

The CBL is derived from a smplified verson
of a general floorplan called a mosaic structure,
which has no empty space ,and each block is repre-
sented by the rooms with only topological relation-
ships between each other. The CBL represents the
topological relationsin a mosaic structure by a tri-
ple (S,L, T). It divides the chip into rectangular
rooms and assgns one and only one block to each
room according to (S,L, T).

The corner block (CB) is the block packed at
the upper right corner of the floorplan. The vertex
of the left and bottom edges of the CB is contained
in a T-junction called the corner T-junction,and
the CB’ s orientation is defined by the orientation
of the corner T-junction. The T-junction has only
two kindsof orientations:a T rotated by 90° (Fig. 2
(a)) and by 180° (Fig. 2(b)) counterclockwise,re-
spectively. If the T is rotated by 90° counterclock-
wise ,we define the CB to be vertically oriented and
denote it by & 0”. Otherwise ,the CB is horizontal-
ly oriented ,and we denote it by & 1”. The CBL is
constructed from the record of arecursve CB dele
tion. In Fig. 3 ,the CB dis deleted and the attached
T-junctions ,whose crossing segments are the norr
crossing segment of the corner T-junction, are
moved up to the top boundary of the chip. The in-
sertion of a CB is the inverse of the deletion. We

use a binary list Ti to record the number of the at-
tached T-junctionsof the deleted CB Mi. The num-
ber of successve’ 1” s,which isfollowed by a ter-
minating“ 0” ,corresponds to the number of atta
ched T-junctions.

b
d ! gI « T
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(a) (b)

Fig.2 Orientation of corner block (a) Vertical CB;

(b) Horizontal CB
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Fig.3 Corner block dis deleted/ inserted

For each block deletion,we keep a record of
the block name ,CB orientation ,and the sequence of
Ti. At the end of the deletion iterations ,we can ob-
tain three lists:the block name list { Bn,Bn-1,
B:} ,orientation list{Ln,Ln-1,
tionlist{ Tn, Tn-1, , T2}.We reverse the order of
these three lists, regpectively. Thus,we have a se-

,L2} ,and T-junc

guence S of block names,a list L of orientations,
and alist of { T2, Ts,
to a binary sequence T. The triple (S,L, T) isa

, Tn} which iscombined in-

corner block list. The process of inserting corner
blocks based on a given (S,L, T) can construct the
corresponding floorplan. Figure 4 shows a non-dli-
cing floorplan and its corresponding CBL .

e d Corner block list:
c | & 4 | s=(fcegbad)
f b L=(001100)

Fig.4 A nonrdicing floorplan and its CBL list

As an effective representation for non-dlicing
floorplanning , CBL has some advantages: first , it
can represent arbitraty non-dicing structures,and
the topological relations between blocks; second ,it
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has low time complexity.
3.2 Srategy of incremental floor planning

3.2.1 Congruct adjacency graphsand some def ini-
tions
We build up two directed acyclic graphs which
record the topological relations between the blocks
in the packing of the floorplan:the horizontal adja
cency graph G, and the vertical adjacency graph G,
(see Figs.5 and 6) .

e

Fg.5 An example of the packing of the floorplan on
CBL

@ ©

Horizontal constraint graph G,  Vertical constraint graph G,
FHg.6 Adacency graphs of packing of floorplanning

on CBL

We set Gi=(Vh,E) and Vi ={s ,v1,V2, Vs,
,Vn,tn} ,where s, is the source node in G ,tnis
the target node in G, and vi represents block Bi
which records the information of width, height,
room postions.etc. BE= B B B ,where & =
{e(i,j)]|* block i and j are adjacent” &" block iis
onthe left of block j"} ,& ={e(i,j)|" an edge
from s to each of the vertices representing the left-
most blocks.”} ,E ={e(i,j)|“ an edge from each
of the vertices representing the rightmost blocks to

th."}.

G = (Vv, E) can be defined smilarly. V. =
{s,vi,v2,vs, ,vn,ts} ,wheres isthe source node
in G ,tvisthetarget nodein G, ,vi represents block
Bi which records the information of width ,height ,
and room postion,etc. E =& E B ,where &
={e(i,j)|" block i and j are adjacent” &" block i
is below block j"} ,& ={e(i,j)|" an edge from s,
to each of the vertices representing the lowest
blocks.”} ,E ={e(i,j)[' an edge from each of the
vertices representing the uppermost blocks to
th."}.

In G, and Gv,d(i,j) denotesweight of e(i,j) ,
that is the dack distance between the correspond-
ing block i and block j.

Based on adjacency graphs,we have:

Definition [ horizontal critical path (CP:)]:
For each block Bi ,the corresponding node vi in Gy
has:CPy (vi) ={e(i,j)| Ve(i,j) CPh(wv) ,we
must have d(i,j) =0}.

Definition [ vertical critical path (CPR.,)]: For
each block Bi ,the corresponding node viin G has:
CP, (vi) ={e(i,j)| Ve(i,j)CP (vi) ,we must have
d(i,j) =0}.

Definition [critical node(CN) ] For each block
Bi ,the corresponding node vi in G and G, has a
critical node which is the preceding node of connec-
tion with viin CPy(vi) and CP, (vi) respectively.

For example in Fig.6,CP: (w) is the path
which consistsof vi,v., v ,and CNn () is vz ,not
V3, V4.

For any node vi G, ,we a0 define the dack
of vi asthe accumulated dack distancesin all paths
from vi to the target t». The dack of viin Giis giv-

en by
w(i) ® + d(i,k + min{dn(K?},
dn(i) = if set! = null
w(i) o + d(i,K, if set = null
(1)
where k set,set = {the successors of node i in

G} ;w(i) isthe width of block i;andd is given by

{o, if d(i.j) =0, set
a = _ o , (2)
1, if d(i,j) ! =0,]j set’
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where set’ ={the succesorsof nodeiin G}.
Smilarly ,the dack of viin G is given by
w(i) * + d(i,k) + min{dv(k},

dv(i) = if set! = null
w(i) *o + d(i,K, if set = null
(3
where k  set,set = {the successors of node i in

G} ;w(i) isthe height of block i;andd is given by
0, if d(i,j) =0, j et
1, if d(i,j)! =0, | set
where set’ ={the successorsof nodeiin G}.
3.2.2 Operation of deleting modules
The operation of deleting modulesis relatively

(4)

easer than adding modules. We need to delete the
node corresponding to the module appointed for de-
letion in both G, and G, and then compact the mod-
ules corresponding to the influenced succeeding
nodes of the deleted node based on the* local max
line”.

If the deleted node is vi ,whether the succee
ding nodes are influenced depends on the critical
node belonging to vi.
the critical node of vs ,whereas vs is not the critical
node of vs. Therefore,when we delete block 2,
block 5 should be moved close to the rightmost one

For example,in Fig.6,vz is

among all connected adjacency blockson the left of
block 5.But when we delete block 3 ,block 5 and all
of its succeeding connected blocks need not move.
The rest may be deduced by analogy.

For facilitating the operation of“ moving” ,we
a0 define the local max linein two dimensons:

Definition [local = max _ x]: During the
process of the operations { adding, deleting, and
reszing”) ,thereisaloca _ max _ x in the horizon-
tal direction,which is the maximal one’ s upper-
right-point xcoordinate among those blockson the
left of the current module which will be determined
to be compacted or not.

Definition [local = max _ y]: During the
process of the operations { adding, deleting, and
reszing”) ,thereis aloca _ max _ y in the vertical
direction ,which is the maximal one’ s upper-right-
point y-coordinate among those blocks below the

current module which will be determined to be
compacted or not.

For example ,in Fig. 6 ,after vz is deleted ,block
5 should be moved close to block 4, because the
current” local — max _ x” in the horizontal direction
is the x-coordinate of block 4’ s upper-right-point.

Aw = { The displacement of the rightmost

blocksin whole chip.}
The height reduction in G, can be performed
smilarly ,andA his given by
A h ={The displacement of the uppermost
blocksin whole chip.}

Finally ,the overall width and height of the
chip is updated.
3.2.3 Operation of adding modules

The objective of function of the operation
“ adding modules” is minimizing the increment of
area ,namely min(A area) . The increment of areais
given by

ANarea = (h+Ah) (w+Aw) - hw (5

Definition [ balance node] : The® balance node’
isthe node BN. If the adding module isinserted a
bove or on the right of BN ,the increment of chip
areais minimal.

S0 the questionisfocused on how the' balance
node” isto befound. We assume that the width and
height of the inserting module B, are W, and H, ,
respectively. Therefore for every node corregpond-
ing to the block as a selecting balance node ,thereis
an increment of the whole chip width and height
which can be given respectively by

Ah = max(0,(Hp - dv(i))) (6)

Aw = max(0, (W, - sn(i))) (7
where i is the node being consdered and W, and
Hp are the width and height of the inserting mod-
ule Bp ,regpectively.

S0 the corresponding equation of A area change
to
Aarea = [h+ max(0,(Hp, - dv(i)))] x

[w+ max(0,(Wp - dn(i)))] - hw (8)

Firstly ,we scan all of theoriginal dead spaces.
If there is a dead sgpace where the inserting module
can be placed close ,we need do no other operations
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to fing the balance node. All of the original blocks
need no movement.But if thereis no a dead space,
we continue to the next step.

(1) According to the calculation methods of
the dack mentioned above, we calculate every
block’ s slh and slv except for the source node and
target node.Based on every block’ s sl in two direc
tions,we can determine how much the whole chip
area changes by the adding a module.

(2) We scan al of the blocksin reverse order
of the' S’ sequence ,to minimize the number of the
blocks which need to be moved. For every module
of the sequence’ S’ ,we have a value of A area(i) ,
which can be one of thefactors by which we deter-
mine what node the insert node postion can be
based on.

The pseudo-code for the operation of“ adding
module” is shown below.

(1) For every block Biin reverse order of* S’
sequence:

If (Wp < dn(i)) &(Hp < dv(i))

Select node i as* balance node” ;

Return True;

Else

ComputeA area(i) and record it ;

(2) SortAarea(i) of al blocks;

(3) Select node i which has the maximal value
of Aarea(i) as' balance node” ;

(4) Addthe given modulesfor insertion to the
original packing of thefloorplan and update thein-
fluenced modules’ postions;

(5) Update the sequence series (S, T,L) ;

(6) Update the whole chip height and width
and output the area.

In particular ,our algorithm can deal with giv-
en inserted modules having boundary constraints.
For example ,we get theinformationfrom the high-
level synthess that the insertal module 7 has a
high communication priority with blocks 1,3 ,and
4 ,and thus we will select the best insert node pos-
tion among these blocks. And we only search the
minimal A area with the bounding limit including
the mentioned blocks 1,3 ,and 4. So this can mini-

mize the increment of the whole wire length.
3.2.4 Operation of resizing modules

This operation can be divided into two stages:
first ,the corresponding original module is removed
from the packing of thefloorplan ,that isto say ,the
original node is deleted in two graphs;second ,we
select an insertion node position by the method de-
scribedin Sec 3 2 2 ,and then add the swap mod-
ule into it. This operation can be regarded as a
combination of deleting modules and adding mod-
ules.

3.2.5 Algorithm time complexity analysis

From the above discussion ,we can see that the
algorithm time complexity is mainly decided by two
processes:One is the process of building constraint
graphs,and the other is finding the balance node
during the inserting operation.

We reach the concluson that the length of list
Tis no more than 2n- 3 in Ref. [8]. The time
complexity of trandormation from CBL to floor-
planis the same as the length of list T, it is
O(n) ;and from the algorithm above ,we can obvi-
oudy seethat the time complexity of algorithm 1is
the same as the time complexity of the packing
process. Therefore, the time complexity of algo-
rithm 1is O(n).

The process of finding the balance node is
based on searching in reverse order of list S in
CBL ,which has n blocks. For every node ,when we
caculateA area,the minimal A area(i) ,and the cur-
rent balance node,i islogged s multaneoudy ,so it
is unnecessary to sort A area values for all blocks.
Therefore ,the time complexity of the inserting op-
eration dependson n,whichisthelength of S. That
isto say ,the time complexity isalso O(n).

Generally ,the whole al gorithm time complexi-
tyis O(n).

4 Results

We have implemented the incremental floor-
planning algorithm in the C programming lan-
guage ,and all experiments are performed on a SUN
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sparc20 workstation. Some MCNC benchmarks are
used in the experiments. Our experiments do not
include soft blocks.

Table 1 shows the floorplan results based on
the incremental algorithm and the one shot algo-
rithm. The® operation” column indicates the opera-
tion mentioned in this paper{ Delete 9" means we

delete block 9 in the initial floorplan result ,and
“ Addl (246,1900)" means we add a new block
with a width of 246 and a height of 1900 into the
initial floorplan result) ,whichis derived from mod-
ification request of high-level synthesis. The* CN”
column indicates the number of blocks which have
been influenced during the incremental process.

Table 1 Resultsof initia floorplan and incrementa floorplan
o Instance ) Areal mm? Wirelength/d m
Circuit Operation CN
number F F Improved F F Improved
apte 9 Delete 9 49.178208 48.276864 | 1.83% | 756169 | 751837 | 0.57% 0
apte 9 Add1 (246 ,1900) 49.178208 50.010372 | - 1.69%| 756169 | 758364 | - 0.29 % 3
Xerox 10 Delete 9 20. 638310 17.148284 | 16.9% | 1058078 | 871605 | 17.6% 7
Xerox 10 Add1 (46 ,2000) 20. 638310 20.762280 | - 0.60% | 1058078 | 1062908 | - 0.45% 4
Ami33 33 Delete 30 1. 296540 1. 296540 0.00% | 127530 | 126452 | 0.85% 8
Ami33 33 Add1(70,303) 1. 296540 1.367338 | - 5.46%| 127530 | 129205 | - 1.31% 9
Ami33 33 Add1 (49 ,300) 1. 296540 1.324666 | - 2.17%| 127530 | 128316 | - 0.62% 1
Amid9 49 Delete 47 41.160000 41.160000 | 0.00% | 1510590 | 1504010 | 0.44% 8
Ami49 49 Add1 (1000 ,500) 41.160000 41.529600 | 0.90% | 1510590 | 1513355 | - 0.18 % 1
Due to the O(n) time complexity of our incre- — =
mental algorithm ,the CPU running time of an in- 18 19
e L. . - . 2311 30 128
cremental modification is within microseconds. o L
. . . . 24| |14 17
This advantage will become more obvious with the R e 14 ] .
increase of problem sze. R
From Table 1 we can see that the area and 13 [ I
wirelength of the deletion cases are all improved. 5 [
The range of change in wirelength of those inser-
. . e . 6 3318 6 118
tion cases ater incremental modification is less
than 5 46 %, and that of area is less than only 20 |15 20 |15
1 31 %. Our incremental floorplanning algorithm 3—19 ] 3 19 ]
- ithin mi - 16 s
_hasavery high spejed within m|croseco_nds,\_/vh|ch J—_J_; T A s
isone of the most important measures in this re- 31 [28 i | [s1 [os 1

search. Besides this,the algorithm preserves the o-
riginal good performances on area and wire length.
S0 these results show that our algorithm is effec
tive and promisng.

We a0 give an example for the case of inser-
ting blocks. We assume a new block No. 34 with a
width of 49 and a height of 300 isaddedinto thein-
itial floorplan result of circuit ami33. Figure 7(a) is
theinitial floorplan result and Figure 7 (b) is the
incremental algorithm result ,in which the purple
blocks are the ones which are influenced and re-

(a) (b)

Fg.7
gorithm result

(a) Initial floorplan result; (b) Incremental al-

shuffled in our incremental approach,and the red
block isthe new inserted one. In this case ,the bal-
ance node is block 30 ,above which the added block
is inserted. The detailed data of area and wire
length in theinitial floorplan and incremental al go-
rithm can be seen in Table 1. We can get that the
increment area ratio is 2 17 % and the wire length
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ratio isonly O 62 % ,and one block has been influ-
enced.

5 Conclusion

In this paper ,we present a novel incremental
algorithm for a non-dicing floorplan based on cor-
ner block list representation. The horizontal and
vertical direction adjacency graphs are built up in
the packing result of theinitial floorplan. Based on
the critical path and the accumulated dack dis
tances which we define ,we can determine the bal-
ance point of insertion and do a series of operations
such as deleting modules,adding modules,and re-
szing modules quickly. Good performance of exper-
imental resultsin dealing with instances takenfrom
industry proves the effectiveness of our algorithm.
We show that the incremental approach to floor-
planning can be fast and still supply other tools
with good physical estimates for area and wire
length. The experimental results show that our al-
gorithm is promising.

We show that our incremental floorplanning
method can produce a good floorplan very quickly.
In its current implementation ,our method can be
used as a good estimator for high level synthess.
The experimental results are promising enough to
suggest that the next process after our floorplan
will generate high quality desgns. A possble ex-
tenson to this work is to extend the incremental
floorplanner to optimize interconnect performance.
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