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Abstract : We present a novel incremental algorithm for non2slicing floorplans based on the corner block list repre2
sentation. The horizontal and vertical adjacency graphs are derived f rom the packing of the initial floorplanning re2
sult s. Based on the critical path and the accumulated slack distances we define ,we choose the best position for inser2
tion and do a series of operations incrementally , such as deleting modules , adding modules , and resizing modules
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1　Introduction

In VL SI layout design , wit h t he continuous

shrinking of feat ure sizes , deep submicron effect s

cause more and more interactions between high2
level and p hysical2level design. Recently , several

synt hesis investigations have been reported taking

p hysical information into account [1～3 ] . Traditional

independence among t hose design p hases , which

will cause iterative p rocesses , should be avoided in

order to deal wit h much more complex VL SI sys2
tems. To cope wit h t he complexity of t he merging

of t hose design p hases ,incremental algorit hms are

becoming more and more important . Floorplan de2
sign is an important stage in t he p hysical design cy2
cle ,which can provide necessary information to es2
timate quality met rics , such as area , wire lengt h ,

and net capacitance ( which is based on wire

lengt h) . Those p hysical met rics are important esti2
mations for high2level SOC synt hesis[ 14 ] , which is

becoming more pop ular for design timing closure in

t he f ut ure. Thus research on the incremental floor2
planning algorit hms to cope with t he interactions

between floorplan and high2level synthesis is rele2
vant . The problem wit h t raditional floorplanners is

t hat t hey are too slow to be invoked every time a

potential move in the design space is to be evalua2
ted. To address t his p roblem ,we st udy ways to up2
date t he floorplan incrementally since typical de2
sign space exploration involves small changes t hat

only affect part of the layout . Our result s show

t hat t he incremental approach for floorplanning is

fast and can supply ot her tools wit h good p hysical

estimates for area and wire lengt h.

Floorplanning algorit hms are normally based

on a simulated annealing ( SA ) optimization

scheme , using various floorplan rep resentations.
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Representations of t he geomet ric relationship s a2
mong modules significantly affect t he floorplanning

design process. In terms of block configuration ,two

categories of floorplan , slicing[4 ] and non2slicing ,

are identified. For general floorplans including bot h

slicing and non2slicing , several encoding schemes

have recently been proposed , namely , SP[5 ] ,

BSG[6 ] , O2t ree[7 ] , corner block list ( CBL ) [8 ] , B 3 2
t ree[9 ] ,and TCG[10 ] . Among of them ,CBL is an ef2
fective rep resentation for non2slicing st ruct ures ,

and it has advantages in both time complexity and

solution space over ot her floorplan rep resenta2
tions. Compared with the previous rep resentations ,

CBL has a smaller upper bound on t he number of

possible configurations ,p roduces fewer redundan2
cies ,and needs only linear comp utations to generate

a corresponding floorplan.

The incremental floorplan is becoming more

important for the interaction between floorplanning

and synt hesis. Cong et al . [11 ] formulated incremen2
tal p hysical design problems and surveyed t he ex2
isting solutions. Crenshaw et al . [12 ] propo sed an in2
cremental floorplanner which used a greedy method

to apply local changes on a slicing floorplan t ree.

The algorit hm was applied to a high2level synt hesis

f ramework. It used area2only criteria to assess the

need for invoking a t raditional floorplanner . Liu et

al . [ 13 ] devised an incremental floorplanner based on

genetic algorit hms. It supported incremental chan2
ges on an existing floorplan and could find an ac2
ceptable solution ten times faster t han t raditional

approaches. Li et al . [14 ] presented an incremental

placement algorit hm based on integer p rogramming

for reducing congestion.

2　Problem formulations

In the p hase of high2level synthesis , t here are

different binding solutions t hat lead to changes of

floorplanning configurations. The operations in

synt hesis include the binding moves of share ,split ,

and swap [1 ] .

The“share”operation merges two resources

res1 and res2 into one single resource. Similarly ,

t he“split”operation is t he reverse of t he“share”

operation ,that is ,a single resource is split into two

resources. The“swap”operation occurs when some

modules are replaced by ot her modules t hat may

have bet ter performance. The operations on t he

floorplan corresponding to the t hree instances de2
scribed above are “deleting modules”,“adding

modules”,and“resizing modules”.

During t he design process , t he synt hesis tool

p rovides an initial f ull floorplan which is created

f rom a baseline netlist . During t he next p hase , as

new design automation decisions are evaluated ,up2
dates are made incrementally on the floorplan. The

packing result s can be used as an indication of

whet her the incremental updates were sufficient (if

it is a significantly bet ter solution , t hen a better

up date t hreshold should be used) .

So our p roblem can be described as follows :we

are given an initial floorplan F using CBL and t he

modification request of t he synt hesis. Based on t he

given binding moves ,we modify floorplan F locally

into F’while changing t he modules’topological

relations as lit tle as possible. As a result ,we have

preserved the good performance derived by t he o2
riginal packing while simultaneously get ting t he

CBL list of t he modified floorplan which can be

used in t he following optimizations. A diagram of

our algorit hm is shown in Fig. 1.

Fig. 1　Diagram of algorithm

We define a set B = { B1 , B2 , B3 , ⋯, B n} rep re2
senting all rectangular modules f rom high2level

synt hesis ,where n is t he number of modules. Each

circuit module B i is defined by a t uple ( w i , hi ) ,

where w i and hi are t he widt h and t he height of t he

module , respectively. The chip area ratio is h/ w ,

where h is t he overall height of t he chip and w is
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t he overall widt h of t he chip .Δh andΔw are t he in2
crement s of overall height and overall width of the

chip ,respectively. A packing P = { ( x i , y i ) | 1 ≤i ≤

n} is an assignment of coordinates to t he lower lef t

corners of t he modules such that t here are no two

rectangular modules overlapping.

The objective of t he floorplanner is to mini2
mize the area and wire length of t he whole chip and

t he number of modified blocks.

3　Algorithms

3. 1　CBL representation

In our algorit hm , we adopt CBL to rep resent

t he floorplan which preserves t he topological rela2
tions of t he blocks.

The CBL is derived f rom a simplified version

of a general floorplan called a mosaic st ructure ,

which has no empty space ,and each block is rep re2
sented by t he rooms wit h only topological relation2
ship s between each other . The CBL represent s the

topological relations in a mo saic st ructure by a t ri2
ple ( S , L , T) . It divides t he chip into rectangular

rooms and assigns one and only one block to each

room according to ( S , L , T) .

The corner block ( CB) is t he block packed at

t he upper right corner of t he floorplan. The vertex

of t he lef t and bot tom edges of t he CB is contained

in a T2junction called t he corner T2junction , and

t he CB’s orientation is defined by t he orientation

of t he corner T2junction. The T2junction has only

two kinds of orientations :a T rotated by 90°( Fig. 2

(a) ) and by 180°( Fig. 2 ( b) ) counterclockwise ,re2
spectively. If t he T is rotated by 90°counterclock2
wise ,we define t he CB to be vertically oriented and

denote it by a“0”. Ot herwise ,t he CB is horizontal2
ly oriented ,and we denote it by a“1”. The CBL is

const ructed f rom t he record of a recursive CB dele2
tion. In Fig. 3 ,t he CB d is deleted and t he at tached

T2junctions ,whose crossing segment s are t he non2
crossing segment of t he corner T2junction , are

moved up to the top boundary of t he chip . The in2
sertion of a CB is t he inverse of t he deletion. We

use a binary list T i to record t he number of t he at2
tached T2junctions of the deleted CB M i . The num2
ber of successive“1”s ,which is followed by a ter2
minating“0”, corresponds to t he number of atta2
ched T2junctions.

Fig. 2　Orientation of corner block 　(a) Vertical CB ;

(b) Horizontal CB

Fig. 3　Corner block d is deleted/ inserted

For each block deletion , we keep a record of

t he block name ,CB orientation ,and t he sequence of

T i . At the end of t he deletion iterations ,we can ob2
tain three list s : t he block name list { B n , B n - 1 , ⋯,

B1 } ,orientation list { L n , L n - 1 , ⋯, L 2 } ,and T2junc2
tion list{ Tn , Tn - 1 , ⋯, T2 }. We reverse t he order of

t hese t hree list s , respectively. Thus ,we have a se2
quence S of block names ,a list L of orientations ,

and a list of { T2 , T3 , ⋯, Tn} which is combined in2
to a binary sequence T. The t riple ( S , L , T) is a

corner block list . The process of inserting corner

blocks based on a given ( S , L , T) can const ruct t he

corresponding floorplan. Figure 4 shows a non2sli2
cing floorplan and it s corresponding CBL .

Fig. 4　A non2slicing floorplan and it s CBL list

As an effective rep resentation for non2slicing

floorplanning , CBL has some advantages : first , it

can rep resent arbit raty non2slicing st ruct ures , and

t he topological relations between blocks ; second ,it
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has low time complexity.

3. 2　Strategy of incremental floorplanning

3. 2. 1　Construct adjacency graphs and some def ini2
tions

We build up two directed acyclic grap hs which

record t he topological relations between the blocks

in t he packing of t he floorplan :t he horizontal adja2
cency grap h Gh and t he vertical adjacency grap h Gv

( see Figs. 5 and 6) .

Fig. 5　An example of the packing of the floorplan on

CBL

Fig. 6 　Adjacency graphs of packing of floorplanning

on CBL

We set Gh = (V h , Eh ) and V h = { sh , v1 , v2 , v3 ,

⋯, vn , th} , where sh is t he source node in Gh , th is

t he target node in Gh , and v i rep resent s block B i

which records t he information of widt h , height ,

room positions ,etc. Eh = E1 ∪E2 ∪E3 ,where E1 =

{ e( i , j) |“block i and j are adjacent”&“block i is

on t he lef t of block j”} , E2 = { e ( i , j ) | “an edge

f rom sh to each of t he vertices rep resenting the lef t2
most blocks.”} , E3 = { e ( i , j) |“an edge f rom each

of t he vertices rep resenting t he rightmost blocks to

th .”} .

Gv = (V v , Ev ) can be defined similarly. V v =

{sv , v1 , v2 , v3 , ⋯, vn , tv } ,where sv is t he source node

in Gv , tv is t he target node in Gv , vi rep resent s block

B i which records t he information of widt h ,height ,

and room po sition ,etc. Ev = E1 ∪E2 ∪E3 ,where E1

= { e( i , j) |“block i and j are adjacent”&“block i

is below block j”} , E2 = { e( i , j) |“an edge f rom sv

to each of the vertices rep resenting t he lowest

blocks.”} , E3 = { e( i , j) |“an edge f rom each of t he

vertices rep resenting the uppermo st blocks to

th .”} .

In Gv and Gh , d ( i , j) denotes weight of e( i , j) ,

t hat is t he slack distance between t he correspond2
ing block i and block j .

Based on adjacency grap hs ,we have :

Definition [ horizontal critical path ( CPh ) ] :

For each block B i ,t he corresponding node vi in Gh

has :CPh ( v i ) = { e ( i , j ) | Πe ( i , j ) ∈CPh ( v i ) , we

must have d ( i , j) = 0}.

Definition [ vertical critical pat h ( CPv ) ] : For

each block B i ,t he corresponding node v i in Gv has :

CPv ( vi ) = { e( i , j) | Πe ( i , j) CPv ( v i ) ,we must have

d ( i , j) = 0}.

Definition [critical node (CN) ] For each block

B i , t he corresponding node v i in Gh and Gv has a

critical node which is t he p receding node of connec2
tion wit h v i in CPh ( v i ) and CPv ( v i ) respectively.

For example in Fig. 6 , CPh ( v5 ) is t he pat h

which consist s of v1 , v2 , v5 ,and CNh ( v5 ) is v2 ,not

v3 , v4 .

For any node vi ∈Gh ,we also define t he slack

of vi as t he accumulated slack distances in all pat hs

f rom v i to t he target th . The slack of vi in Gh is giv2
en by

sl h ( i) =

w ( i) 3α+ d ( i , k) + min{ sl h ( k) } ,

　　if set ! = null

w ( i) 3α+ d ( i , k) , 　if set = null

(1)

where k ∈set , set = { the successors of node i in

Gh } ; w ( i) is t he widt h of block i ;andαis given by

α =
0 , 　if d ( i , j) = 0 , j ∈set′

1 , 　if d ( i , j) ! = 0 , j ∈set′
(2)
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where set′= {the successors of node i in Gv }.

Similarly ,t he slack of v i in Gv is given by

sl v ( i) =

w ( i) 3α+ d ( i , k) + min{ sl v ( k) } ,

　　if set ! = null

w ( i) 3α+ d ( i , k) , 　if set = null

(3)

where k ∈set , set = { t he successors of node i in

Gv } ; w ( i) is t he height of block i ;andαis given by

α =
0 , 　if d ( i , j) = 0 , 　j ∈set′

1 , 　if d ( i , j) ! = 0 , 　j ∈set′
(4)

where set′= {the successors of node i in Gh }.

3. 2. 2　Operation of deleting modules

The operation of deleting modules is relatively

easier t han adding modules. We need to delete the

node corresponding to t he module appointed for de2
letion in bot h Gh and Gv and t hen compact the mod2
ules corresponding to t he influenced succeeding

nodes of t he deleted node based on t he“local max

line”.

If t he deleted node is vi , whet her t he succee2
ding nodes are influenced depends on the critical

node belonging to v i . For example , in Fig. 6 , v2 is

t he critical node of v5 ,whereas v3 is not t he critical

node of v5 . Therefore , when we delete block 2 ,

block 5 should be moved close to the right most one

among all connected adjacency blocks on t he lef t of

block 5. But when we delete block 3 ,block 5 and all

of it s succeeding connected blocks need not move.

The rest may be deduced by analogy.

For facilitating t he operation of“moving”,we

also define t he local max line in two dimensions :

Definition [ local max x ] : During the

process of t he operations (“adding , deleting , and

resizing”) ,t here is a local max x in t he horizon2
tal direction , which is t he maximal one’s upper2
right2point x2coordinate among t hose blocks on the

lef t of the current module which will be determined

to be compacted or not .

Definition [ local max y ] : During the

process of t he operations (“adding , deleting , and

resizing”) ,t here is a local max y in t he vertical

direction ,which is the maximal one’s upper2right2
point y2coordinate among t hose blocks below the

current module which will be determined to be

compacted or not .

For example ,in Fig. 6 ,af ter v2 is deleted ,block

5 should be moved close to block 4 , because t he

current“local max x”in t he horizontal direction

is the x2coordinate of block 4’s upper2right2point .

Δw = { The displacement of t he right most

blocks in whole chip . }

The height reduction in Gv can be performed

similarly ,andΔh is given by

Δh = { The displacement of t he uppermost

blocks in whole chip . }

Finally , t he overall widt h and height of t he

chip is updated.

3. 2. 3　Operation of adding modules

The objective of f unction of t he operation

“adding modules”is minimizing t he increment of

area ,namely min (Δarea) . The increment of area is

given by

Δarea = ( h +Δh) ( w +Δw) - hw (5)

　　Definition [ balance node ] : The“balance node”

is t he node BN. If t he adding module is inserted a2
bove or on t he right of BN , t he increment of chip

area is minimal .

So t he question is focused on how t he“balance

node”is to be found. We assume that t he widt h and

height of t he inserting module Bp are W p and Hp ,

respectively. Therefore ,for every node correspond2
ing to t he block as a selecting balance node ,there is

an increment of t he whole chip widt h and height

which can be given respectively by

Δh = max (0 , ( Hp - sl v ( i) ) ) (6)

Δw = max (0 , ( W p - sl h ( i) ) ) (7)

where i is t he node being considered and W p and

Hp are t he widt h and height of t he inserting mod2
ule Bp ,respectively.

So t he corresponding equation ofΔarea change

to

Δarea = [ h + max (0 , ( Hp - sl v ( i) ) ) ] ×　　　

[ w + max (0 , ( W p - sl h ( i) ) ) ] - hw (8)

　　Firstly ,we scan all of t he original dead spaces.

If t here is a dead space where t he inserting module

can be placed close ,we need do no ot her operations
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to fing the balance node. All of t he original blocks

need no movement . But if t here is no a dead space ,

we continue to t he next step .

(1) According to t he calculation met hods of

t he slack mentioned above , we calculate every

block’s slh and slv except for the source node and

target node. Based on every block’s sl in two direc2
tions ,we can determine how much t he whole chip

area changes by t he adding a module.

(2) We scan all of the blocks in reverse order

of t he“S”sequence ,to minimize t he number of the

blocks which need to be moved. For every module

of t he sequence“S”,we have a value ofΔarea ( i) ,

which can be one of t he factors by which we deter2
mine what node t he insert node position can be

based on.

The p seudo2code for t he operation of“adding

module”is shown below.

(1) For every block B i in reverse order of“S”

sequence :

If ( W p < sl h ( i) ) &( Hp < sl v ( i) )

　　Select node i as“balance node”;

Ret urn True ;

Else

　　Comp uteΔarea ( i) and record it ;

(2) SortΔarea ( i) of all blocks ;

(3) Select node i which has t he maximal value

ofΔarea ( i) as“balance node”;

(4) Add t he given modules for insertion to the

original packing of t he floorplan and update the in2
fluenced modules’positions ;

(5) Update the sequence series ( S , T , L ) ;

(6) Update t he whole chip height and widt h

and outp ut t he area.

In particular ,our algorit hm can deal wit h giv2
en inserted modules having boundary const raint s.

For example ,we get t he information f rom the high2
level synt hesis that t he insertal module 7 has a

high communication priority with blocks 1 ,3 ,and

4 ,and t hus we will select t he best insert node posi2
tion among t hese blocks. And we only search the

minimalΔarea wit h t he bounding limit including

t he mentioned blocks 1 ,3 ,and 4. So this can mini2

mize t he increment of t he whole wire lengt h.

3. 2. 4　Operation of resizing modules

This operation can be divided into two stages :

fir st ,t he corresponding original module is removed

f rom t he packing of t he floorplan ,t hat is to say ,t he

original node is deleted in two grap hs ; second , we

select an insertion node position by t he met hod de2
scribed in Sec131212 ,and then add t he swap mod2
ule into it . This operation can be regarded as a

combination of deleting modules and adding mod2
ules.

3. 2. 5　Algorithm time complexity analysis

From t he above discussion ,we can see t hat t he

algorit hm time complexity is mainly decided by two

processes :One is the p rocess of building const raint

grap hs ,and the ot her is finding t he balance node

during t he inserting operation.

We reach the conclusion t hat the lengt h of list

T is no more than 2 n - 3 in Ref . [ 8 ] . The time

complexity of t ransformation f rom CBL to floor2
plan is t he same as the lengt h of list T , so it is

O( n) ;and f rom t he algorit hm above ,we can obvi2
ously see that t he time complexity of algorit hm 1 is

t he same as t he time complexity of t he packing

process. Therefore , t he time complexity of algo2
rit hm 1 is O( n) .

The process of finding t he balance node is

based on searching in reverse order of list S in

CBL ,which has n blocks. For every node ,when we

calculateΔarea ,t he minimalΔarea ( i) ,and the cur2
rent balance node , i is logged simultaneously , so it

is unnecessary to sortΔarea values for all blocks.

Therefore ,t he time complexity of the inserting op2
eration depends on n ,which is t he lengt h of S . That

is to say ,t he time complexity is also O( n) .

Generally ,t he whole algorit hm time complexi2
ty is O( n) .

4　Results

We have implemented t he incremental floor2
planning algorit hm in t he C programming lan2
guage ,and all experiment s are performed on a SUN
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sparc20 workstation. Some MCNC benchmarks are

used in t he experiment s. Our experiment s do not

include sof t blocks.

Table 1 shows the floorplan result s based on

t he incremental algorit hm and t he one2shot algo2
rit hm. The“operation”column indicates t he opera2
tion mentioned in t his paper (“Delete 9”means we

delete block 9 in t he initial floorplan result , and

“Add1 ( 246 , 1900)”means we add a new block

with a widt h of 246 and a height of 1900 into t he

initial floorplan result) ,which is derived f rom mod2
ification request of high2level synt hesis. The“CN”

column indicates t he number of blocks which have

been influenced during the incremental p rocess.

Table 1　Result s of initial floorplan and incremental floorplan

Circuit
Instance

number
Operation

Area/ mm2 Wirelengt h/μm

F F′ Improved F F′ Improved
CN

apte 9 Delete 9 49. 178208 48. 276864 1. 83 % 756169 751837 0. 57 % 0

apte 9 Add1 (246 ,1900) 49. 178208 50. 010372 - 1. 69 % 756169 758364 - 0. 29 % 3

xerox 10 Delete 9 20. 638310 17. 148284 16. 9 % 1058078 871605 17. 6 % 7

xerox 10 Add1 (46 ,2000) 20. 638310 20. 762280 - 0. 60 % 1058078 1062908 - 0. 45 % 4

Ami33 33 Delete 30 1. 296540 1. 296540 0. 00 % 127530 126452 0. 85 % 8

Ami33 33 Add1 (70 ,303) 1. 296540 1. 367338 - 5. 46 % 127530 129205 - 1. 31 % 9

Ami33 33 Add1 (49 ,300) 1. 296540 1. 324666 - 2. 17 % 127530 128316 - 0. 62 % 1

Ami49 49 Delete 47 41. 160000 41. 160000 0. 00 % 1510590 1504010 0. 44 % 8

Ami49 49 Add1 (1000 ,500) 41. 160000 41. 529600 0. 90 % 1510590 1513355 - 0. 18 % 1

　　Due to t he O( n) time complexity of our incre2
mental algorit hm , the CPU running time of an in2
cremental modification is wit hin microseconds.

This advantage will become more obvious with the

increase of p roblem size.

From Table 1 we can see that t he area and

wirelengt h of t he deletion cases are all improved.

The range of change in wirelengt h of t hose inser2
tion cases after incremental modification is less

t han 5146 % , and t hat of area is less t han only

1131 %. Our incremental floorplanning algorit hm

has a very high speed wit hin microseconds , which

is one of t he most important measures in t his re2
search. Besides this ,t he algorit hm preserves the o2
riginal good performances on area and wire lengt h.

So t hese result s show t hat our algorit hm is effec2
tive and promising.

We also give an example for t he case of inser2
ting blocks. We assume a new block No . 34 wit h a

widt h of 49 and a height of 300 is added into t he in2
itial floorplan result of circuit ami33. Figure 7 (a) is

t he initial floorplan result and Figure 7 ( b) is the

incremental algorit hm result , in which t he p urple

blocks are t he ones which are influenced and re2

Fig. 7　(a) Initial floorplan result ; ( b) Incremental al2
gorithm result

shuffled in our incremental approach , and the red

block is t he new inserted one. In t his case ,t he bal2
ance node is block 30 ,above which t he added block

is inserted. The detailed data of area and wire

lengt h in the initial floorplan and incremental algo2
rit hm can be seen in Table 1. We can get that t he

increment area ratio is 2117 % and t he wire lengt h
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ratio is only 0162 % ,and one block has been influ2
enced.

5　Conclusion

In t his paper ,we p resent a novel incremental

algorit hm for a non2slicing floorplan based on cor2
ner block list rep resentation. The horizontal and

vertical direction adjacency grap hs are built up in

t he packing result of t he initial floorplan. Based on

t he critical path and t he accumulated slack dis2
tances which we define ,we can determine t he bal2
ance point of insertion and do a series of operations

such as deleting modules ,adding modules ,and re2
sizing modules quickly. Good performance of exper2
imental result s in dealing wit h instances taken f rom

indust ry p roves t he effectiveness of our algorit hm.

We show t hat t he incremental approach to floor2
planning can be fast and still supply ot her tools

with good p hysical estimates for area and wire

lengt h. The experimental result s show that our al2
gorit hm is p romising.

We show that our incremental floorplanning

met hod can produce a good floorplan very quickly.

In it s current implementation ,our met hod can be

used as a good estimator for high level synt hesis.

The experimental result s are p romising enough to

suggest t hat t he next p rocess after our floorplan

will generate high quality designs. A possible ex2
tension to this work is to extend t he incremental

floorplanner to optimize interconnect performance.
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基于角模块布图表示的增量式布图规划算法 3

杨　柳　马昱春　洪先龙　董社勤　周　强

(清华大学计算机科学与技术系 , 北京　100084)

摘要 : 提出了一种基于 CBL 布图表示的新的增量式布图规划算法.该算法能很好地解决包括不可二划分结构在

内的布图规划问题.针对现有增量式的一些需求 ,算法给出了相应的高速解决方案.在已有的初始布局的基础上 ,

基于 CBL 表示方法建立水平约束和垂直约束图 ,利用图中关键路径和各模块之间的累加的距离松弛量进行增量

式操作.对于新模块的插入 ,在力求面积最小 ,线长最短和移动模块数目最少的目标指引下能快速地找到最佳位置

作为插入点 ,高效地完成相关操作 ,算法的时间复杂性仅为 O ( n) .通过对一组来自工业界的设计实例的测试结果

表明 ,该算法在保证芯片的面积、线长等性能不降低甚至有所改善的情况下 ,运行速度相当快 ,仅在μs量级 ,满足

了工业界对增量式布图规划算法在速度上的首要要求 ,同时保证了基本性能的稳定.

关键词 : 增量式布图规划 ; 角模块布图表示 ; 连接图 ; 平衡点
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