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Abstract : To minimize the power consumption with resources operating at multiple voltages a time2constrained algorithm

is presented. The input to the scheme is an unscheduled data flow graph (DFG) ,and timing or resource constraints. Parti2
tioning is considered with scheduling in the proposed algorithm as multiple voltage design can lead to an increase in inter2
connection complexity at layout level. That is ,in the proposed algorithm power consumption is first reduced by the schedul2
ing step ,and then the partitioning step takes over to decrease the interconnection complexity. The time2constrained algo2
rithm has time complexity of O ( n2) ,where n is the number of nodes in the DFG. Experiments with a number of DSP

benchmarks show that the proposed algorithm achieves the power reduction under timing constraints by an average of

4615 %.
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1　Introduction

Power considerations have become an increasing2
ly dominant factor in the design of both portable and

desktop systems that demand high2speed computa2
tions and complex functionalities with low power con2
sumption. An effective way to reduce the power con2
sumption is to lower the supply voltage level of a cir2
cuit due to the quadratic proportional relationship be2
tween the power consumption and the supply voltage.

For this reason , more recently , the use of multiple

supply voltages on the chip has att racted atten2
tion[1～9 ] . This scheme has the advantage of allowing

modules on the critical paths to use the highest volt2
age level ( thus meeting the required timing con2
st raints) while allowing modules on non2critical paths

to use lower voltages (thus reducing the energy con2
sumption) [1 ] .

Most designs using multiple voltage supplies at

the behavioral level have the similar synthesis flow ,

where the emphasis is placed on scheduling the opera2
tions. These algorithms can be classified into : (1) only

time2constrained[1 ,5 ,7 ] ; ( 2 ) only resource con2
st rained[7 ] ; (3) time and resource constrained[2～4 ] .

For time2constrained problem , Raje and Sar2
rafzaden[5 ] proposed a variable voltage scheduling al2
gorithm ,while Chang and Pedram[1 ] presented a dy2
namic programming technique for power minimiza2
tion . In Ref . [ 7 ] , Shiue and Chakrabarti presented

scheduling scheme to minimize the power consump2
tion by considering the effect of the interconnect com2
plexity for time constrained and resource constrained

problem , respectively. Johnson and Roy[4 ] developed
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an integer linear programming ( IL P)2based formula2
tion for time and resource constrained scheduling

problem with exponential time complexity. Manzak

and Chakrabarti[3 ] presented a heuristic scheduling al2
gorithm for the same problem with polynomial time

complexity.

All above mentioned multiple voltage synthesis

algorithms as well as others[1～9 ] are mainly focused

on operation scheduling. If only scheduling is consid2
ered ,multiple voltage design can lead to an increase in

routing complexity at layout level. Recognizing the

layout problem ,we realize that if we can partition a

chip running at multiple voltages with fewer voltage

regions and fewer signal passing between regions op2
erating at different voltages at the behavioral synthe2
sis level , the above mentioned layout problem can be

significantly alleviated. That is ,partitioning the chip

into different voltage islands shall be performed along

with the operation scheduling.

Realizing the importance of the partitioning in

the multiply supply voltage synthesis , we have pro2
posed a resource constrained scheme to minimize pow2
er consumption[10 ] . In this paper ,we present the mul2
tiple voltage scheduling and partitioning algorithm

under timing constraints. The algorithm reduces pow2
er consumption by scheduling and then decreases in2
terconnection complexity between clusters through

partitioning. The partitioning information can thus be

passed to the architecture netlist generation and floor

planning tools to generate the final physical layout

with nodes in one cluster mapped into functional units

adjacent to each other.

Experiments with a number of DSP benchmarks

show that the proposed algorithm achieves the power

reduction under timing constraints by an average of

4615 % , respectively. The power reduction in our

schemes is independent on the hardware structures.

2　Prel iminaries

In this section ,we first give a few notations ,fol2
lowed by the timing and the interconnection models.

2. 1　Def initions

Definition 1 ( data flow graph ) : A data flow

graph (DF G) is a directed acyclic graph G = ( V , E) ,

where V is a set of nodes ,and E is a set of edges be2
tween the nodes. Here each node represents an opera2
tion , and a directed edge from node v i to node v j

means execution of v i must precede that of v j .

Definition 2 ( timing constraint ) : Timing con2
st raint is the time available to execute the nodes in a

DF G.

Definition 3 (ASAP schedule time) : ASAP (as

soon as possible) schedule time of any node is the

soonest time at which it can be scheduled.

Definition 4 (ALAP schedule time) : ALAP (as

late as possible) schedule time of any node is the lat2
est time at which it can be scheduled. That is ,if the

schedule time of any node surpasses its ALAP sched2
ule time ,then the timing constraints are violated.

Definition 5 ( mobility) : The mobility of a node

is the difference between its ALAP schedule time and

its ASAP schedule time.

Definition 6 ( spatial voltage cluster) : A spatial

voltage cluster C ( V i) is a set of nodes that operate at

the same supply voltage V i . The hardware units as2
signed to the nodes in a spatial voltage cluster shall be

placed near each other in the final layout to minimize

the communication costs.

Definition 7 ( tightly connected nodes) [11 ] : Two

nodes are tightly connected if the shortest distance be2
tween them ,in terms of the number of the edges tra2
versed ,is small.

Definition 8 (gain) : The gain of a node v with

respect to the k2th cluster Ck , denoted as gik ,is the

weighed sum of the edges between v and the nodes in

Ck .

Definition 9 ( resource) : A resource refers to a

hardware unit operating at a given voltage level (e. g.

a 313V adder/ multiplier) .

Definition 10 (slack) : The slack is the time be2
tween the ALAP schedule time and the computation

time of the node.
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2. 2　Timing model

Let c denote a control step (clock cycle) ,the ba2
sic unit of time used in the DF G in behavioral level.

For a given length of c2step ,an operation may thus

become a multi2cycle operation.

Let t i be the starting time of any node v i ( t i is

also referred as the schedule time of v i) . For all the j

parent nodes of node v i in the DF G ,denoted as v i1 ,

v i2 , ⋯, v ij ,we have

t i = max{ ( t i1 + d i1) , ( t i2 + d i2) , ⋯, ( t ij + d ij) }

(1)

te
i = t i + d i (2)

where d i is the delay of node v i , te
i is the ending time

of node v i , t i1 , t i2 , ⋯, t ij are the corresponding start2
ing time of v i1 , v i2 , ⋯, v ij ,and d i1 , d i2 , ⋯, d ij are

the corresponding execution time (delay) of v i1 , v i2 ,

⋯, v ij .

Thus ,for a DF G with n nodes ,its total schedule

time T is derived as

T = max
i

{ te
i} , i ∈{ 1 ,2 , ⋯, n} (3)

　　Proposition 1[12 ] 　The delay of an operation is

inversely proportional to its supply voltage.

Proposition 2[3 ] 　Nodes with high power over

delay ratio have to be assigned to lower2voltage re2
sources to minimize the total power consumption un2
der the time constraints in the multiple voltage syn2
thesis.

2. 3　Interconnection model

Assume a graph G = ( V , E) has n nodes ,and

all the nodes can be organized as r clusters ( C1 , C2 ,

⋯, Cr) .

We define factor y ik ,

y ik =
0 , node v i belongs to the cluster Ck

1 , otherwise
(4)

where i = 1 ,2 , ⋯, n , k = 1 ,2 , ⋯, r .

The total interconnect cost I thus is given as

I = ∑
n

i = 1
∑

r

k = 1

y ikgik (5)

where gik is the gain of node v i with respect to cluster

Ck .

2. 4　Problem formulation

The time2constrained multiple voltage scheduling

and partitioning problem is defined as follows.

Given a DF G and the timing constraints ,find a

schedule and a partition that satisfy the given timing

constraints with minimum power consumption due to

the power consumed by the resources ( Pres) and the

power consumed by the interconnects ( Pint) .

For a DF G with a total number of n operations ,

Pres can be decomposed into

Pres = ∑
n

i = 1
Pi

res

Here Pi
res is the power consumed by i2th resource ,and

n is the total number of resources. As our focus is on

the inter2cluster interconnections ( between mac2
roblocks ,such as different datapaths) ,we shall have

Pint = ∑
N

j = 1
Pj

int

Here Pj
int is the power consumed by j2th interconnec2

tions between clusters. N is the total number of inter2
connections between clusters C1 , C2 , ⋯, Cr ,and r is

the total number of clusters.

The objective function is given as

Min{ ∑
N

j = 1
Pj

int + ∑
n

i = 1
Pi

res} (6)

Subject to

T ≤ Tc (7)

where T is the total schedule time , Tc is the timing

constraint , N is n .

3　Time2constrained algorithm

3. 1　Algorithm

In this section ,we present an algorithm to deal

with the time2constrained multiple voltage scheduling

and partitioning problem. The inputs to the proposed

algorithm consist of the DF G representation of a cir2
cuit ,the timing constraints ,and a design library with

fully characterized resources. The proposed algorithm

has the following four steps :

(1) Step 1 :one resource running at the lowest

possible voltage is initially selected for each node from
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a design library ;

(2) Step 2 :nodes in the DF G are then scheduled

to minimize the power consumption due to the re2
sources ;

(3) Step 3 : nodes are clustered to form voltage

islands to minimize the power consumption due to the

interconnections ;

(4) Step 4 : nodes are finally bound to the re2
sources.

Note that in both steps 2 and 3 ,some nodes may

have to be reassigned to the resources running at dif2
ferent voltage levels to satisfy the timing constraints

as well as to reduce the interconnections between

clusters.

3. 1. 1　Step 1 :initial resource assignment

Power consumption is quadratically dependent on

the supply voltage ,which is the highest contributing

factor for power dissipation. Hence , in this step , we

attempt to assign the nodes of the DF G to the re2
sources operating at the lowest possible voltages. That

is ,a resource R is searched for each node v i such that

it operates at the lowest possible voltage and the fol2
lowing timing constraint shall be satisfied :

d ≤ m + dM
i (8)

where d is the delay of the resource R that is assigned

to v i , m is the mobility of node v i ,and dM
i is the de2

lay of node v i if node v i is assigned to the highest

voltage resource.

3. 1. 2　Step 2 :scheduling

After the initial resource is assigned to each

node ,even though the timing constraint is satisfied at

the node level ( Eq. (8) ) ,violation of the timing con2
st raints may occur at the DF G level (i. e. , Eq. (7)

may not be satisfied) . Thus ,the feasibility of the re2
source assignment has to be evaluated :

(1) If the schedule time of a node v i surpasses

its ALAP schedule time , among all the nodes that

have been scheduled before v i ,the node with the low2
est power over delay ratio (proposition 2) shall be re2
assigned to the resources running at a higher voltage

(e. g. ,a 313V adder has a lower power over delay ra2
tio than a 313V multiplier) ;

(2) The scheduling is iteratively performed until

the resource assignments for all the nodes satisfy the

timing constraints.

The scheduling algorithm is listed in Fig. 1.

Schedule Nodes To Minimize Function Power(G( V , E) ){

while (all nodes are not scheduled) {

　put all the nodes that do not have parent nodes into the

Ready List ;

　while ( ! Ready List) {

　　find node v i in the ready list with the least mobility ; ∥

Schedule the node v i ;

　　if ( Schedule Node ( v i) = = False) ∥timing constraints

are violated.

　　　break ;

　　add all the child nodes of v i into the ready list ;

　　delete v i from the ready list ;

　}
}

}

Boolean Schedule Node ( v i) {

t = t i ; ∥t i is denoted in Eq. (1)

if ( t > l i) {∥l i is the schedule time of v i in ALAP scheduling

　D = t2l i ; ∥D is denoted as lag time.

　while ( D≠0) {

　　select the node v j that has the lowest power over delay ra2
tio

　　among v i and v i’s ancestor nodes ;

　　increase v j’s voltage by one level ,and subsequently ,

　　the delay of v j is reduced by D1 ;

　　D = D - D1 ;

　　v i = v j ;

　}
　return False ;

}

else{

　schedule node v i at the schedule time t ;

　return True ;

}}

Fig. 1　Step 2 in the time2constrained scheme

3. 1. 3　Step 3 :partitioning

Whenever two resources running at two different

voltage levels communicate with each other , a level

shifter is needed at the interface. To reduce the num2
ber of the level shifters ,initial partitioning is applied

to assign the nodes running at the same voltage into

the same spatial cluster. Furthermore ,in order to re2
duce the power consumption due to the interconnec2
tions between the clusters ,nodes may be moved from

one cluster to another cluster so that the nodes within

one cluster are tightly connected ( defined in section

211) . Here two kinds of node movements have to be

considered :
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(1) If a node needs to be moved from a lower

voltage cluster to a higher voltage cluster , the node

movement is allowed. Note that in this case ,the tim2
ing constraints can still be satisfied ,as stated in Lem2
ma 1.

(2) In the case when a node is to be moved from

a higher voltage cluster to a lower voltage cluster ,if

the timing constraints are violated , this node move2
ment is not allowed ; otherwise , the node shall be

moved.

Lemma 1 : Given a total schedule time T that

satisfies the timing constraints Tc ,if the supply volt2
age of any operation is increased , Tc can still be satis2
fied with T .

(Proof : it can be easily shown from proposition

1. )

The partitioning algorithm is listed in Fig. 2.

Partition Nodes To Minimize Interconnection Power
( G( V , E) , N , T c) {

Initialize M clusters C( V i) , i = 1 , ⋯, M ; ∥M is the number

of voltage levels ;

count = 0 ;

while (count < N ) { ∥N is the user2defined number of itera2
tions.

　for (each cluster Cj ( V i) ) {

　　pick up the node v h with the maximum gain ghx ( v h ,

Cx ( V y) ) ;

　　if (the number of nodes in the cluster Cx ( V y) is less than

S ) {

　　　if ( V y≥V i) move v h into cluster Cx ( V y) ;

　　　else{

　　　　schedule all the nodes ;

　　　　if ( T≤Tc) ∥T :total schedule time , Tc :timing con2
straints

　　　　　move v h into cluster Cx ( V y) ;

　　　}
　　}
　}
　count = count + 1 ;

}

return the best partition ;

}

Fig. 2　Step 3 in time2constrained scheme

3. 1. 4　Step 4 :resource binding

After obtaining a satisfactory schedule through

steps 1 ,2 ,and 3 ,resource binding takes place. As we

recognize that the interconnection costs between the

clusters are significantly higher than those inside the

clusters ,the binding algorithm is designed to avoid re2
source sharing between clusters while attempt to

maximize the resource sharing among the nodes inside

a cluster.

The binding algorithm is listed in Fig. 3.

Binding Nodes To Resources ( G( V , E) ) {

for (each cluster Ci ( V j) ) {

　　put all the nodes from cluster Ci ( V j) into the list LS ;

　　L R = null ;∥L R is the bound resources list

　　while ( ! LS) {

　　　In LS ,pick up a node v j whose parent nodes are not in

LS ;

　　　if (the desired resource R operating at V j is available in

the L R)

　　　　bind node v j to resource R ;

　　　else {

　　　　bind v j to a resource R operating at V j at control

steps from t j to t e
j ;

　　　　∥t j , t e
j are defined in Eqs. (1) and (2) .

　　　　put R into L R ;

　　　}

　　　delete node v j from LS ;

　　}

}}

Fig. 3　Step 4 in time2constrained scheme

3. 2　Complexity analysis

The complexity of ALAP and ASAP is O ( n) ,

and the complexity of search of initial resources is O

( l n) ,where l is the number of types of resources in

the design library and n is the number of nodes in

DF G. In a meaningful design , such as filter design ,

we shall have l ν n . Therefore ,the complexity of step

1 is deemed to be O ( n) . In the scheduling step ,the

worst case happens when the schedule time of each

node exceeds its ALAP schedule time. In this way ,the

scheduling for each node needs to be performed n

times. Hence , the time complexity of step 2 is O

( n2) .

In the partitioning step (step 3) ,the worst case

occurs when each node movement t riggers a check for

possible time constraint violations. As the node move2
ments are performed M N times ,where N > n . M is

the number of voltage levels , and N is the user2de2
fined number of iterations. The complexity for one
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scheduling run is O ( n) ,and the time complexity of

the partitioning step is again O ( n2) .

As the last binding step is dominated by a linear

search procedure ,the complexity of step 4 is O ( n) .

Putting everything together ,we can see that the

overall complexity of the proposed time2constrained

multiple voltage scheduling and partitioning algorithm

is O ( n2) .

4　Experiment results

In this section , we present the results obtained

by running our time2constrained scheduling and parti2
tioning algorithm on some high level synthesis bench2
marks (discrete cosine transform ,lattice filter ,7th or2
der IIR filter ,elliptical wave filter ,volterra filter ,dif2
ferential equation filter , wavelet filter , and Wdf7 fil2
ter) . A library with fully characterized resources[10 ] is

used. The switching activity of nodes is assumed to be

015. The number of interconnections among clusters

is directly proportional to power consumption , and

thus it serves as an indicator of the power reduction.

The number of nodes of each circuit is reported in col2
umn N n of Table 1. The timing constraint Tc (col2
umn Tc in Table 1) is set as 115 T ,and 2 T for each

case ,where T is the delay obtained by ASAP schedule

when all the sources operate at 5V.

In Table 1 ,Dct ,for instance ,has the timing con2
st raints Tc equal to 25 control steps. If all the re2
sources in the circuit is powered by 5V supplies , the

total power consumption ,as reported in column E5
fun ,

will be 43132pJ ; however ,the power consumption by

resources operating at the multiple voltages Efun is

dropped to 3611212pJ , a merely 1612 % reduction

shown in column R1. Column I shows the intercon2
nect cost (weighted sum of all interconnects) if the

nodes of the DF G are partitioned into a number of

clusters. For instance ,the lattice filter has a intercon2
nect cost of 30 , if the total number of clusters is 4

(shown in column Nc) . Compared to the case when

no partitioning is performed ( i. e. ,only one cluster

for its nodes as shown in column I b) ,we can see

the interconnect cost has been reduced by 38 %. On

average , the interconnection reduction is 35 % across

all 8 benchmark circuits. In total ,the average resource

power reduction is 38175 % and 60 % and the average

interconnection reduction is 7175 % and 12125 % ,

when timing constraint is 115 times and 2 times of

the ASAP total schedule time ,respectively.

Table 1　Experiment results by time constrained scheme

Benchmark N n T c

E5
fun

/ pJ
Efun/ pJ R1 % I b I N c

Lattice 22
36

48
23598

17182. 8 27. 1

16635. 8 29. 5
55

30 4

30 4

Diffeq 10
14

28
15614

8944. 1 42. 7

3179. 4 79. 6
70

24 4

24 4

Ellipf 37
40

60
23100

22885. 2 0. 9

15576. 6 32. 5
119

32 4

44 4

Iir7 36
30

40
39212

16953. 5 56. 7

9909. 1 74. 7
107

59 4

62 4

Wdf7 50
45

60
49464

29021. 1 41. 3

19520. 9 60. 3
120

60 4

69 4

Dct 42
25

34
43132

36112. 2 16. 2

16712. 6 53. 2
132

48 4

54 4

Volterra 32
30

40
43748

33747. 5 22. 8

19797. 9 54. 7
81

47 4

48 4

Wavelet 67
42

56
73180

33095. 2 54. 7

18676. 4 74. 7
195

108 4

108 4

5　Conclusion

In this paper ,we have presented the scheme to

schedule and partition a data2flow graph under either

timing constraints. The proposed algorithm tends to

minimize the power consumption and to decrease the

interconnection complexity. The time2constrained al2
gorithm has a time complexity of O ( n2) ,where n is

the number of nodes in the DF G. Experiments with a

number of DSP benchmarks show that the proposed

algorithm under timing constraints achieves the power

reduction by an average of 4615 %.
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一种基于时间限制条件的低功耗高层综合设计方案 3

王　玲1　温东新1　杨孝宗1　蒋颖涛2

(1 哈尔滨工业大学计算机学院 , 哈尔滨　150001)

(2 美国内华达大学电子与计算机工程系 , 拉斯维加斯　NV89154 , 美国)

摘要 : 提出了多电压时间限制下电路功耗最小的高层综合设计算法 ,其输入为数据流图及时间限制条件.由于多

电压设计会引起低层布局时的连线复杂性提高 ,所以提出的算法在进行高层调度过程同时考虑了低层分区问题 ,

即算法利用调度步骤降低功耗 ,利用分区步骤来减小连线的复杂性.该算法的时间复杂性为 O ( n2) , n是 DFG图

中的结点个数.大量的 DSP基准实验表明该算法使得电路功耗平均降低 4615 %.

关键词 : 低功耗 ; 多供应电压 ; 分区 ; 时间限制 ; 调度
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