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Large Scale VL SI Module Placement Using L FF Heuristics by Stages”
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Abstract : We present a deterministic algorithm for large-scale VL SI module placement. Following the less flexibil-
ity first (L FF) principle,we simulate a manual packing process in which the concept of placement by stages is in-
troduced to reduce the overall evaluation complexity. The complexity of the proposed algorithm is (N1 + N2) X
0(n?) + N3 x O(n*lgn) ,where N1, Nz ,and Nz denote the number of modules in each stage, N1 + N2 + N3 = n,
and N3 < n. This complexity is much less than the original time complexity of O( n°lgn). Experimental results in-

dicate that this approach is quite promising.
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1 Introduction

Floorplanning is designing the layout of circuit
blocks or IP blockson achip subject to various ob-
jectives. It is an early stage of physcal desgn and
determines the overall chip performance. A floor-
plan can be classified into one of two categories:
dicing and norrdicing. A dicing floorplan'*? can
be obtained by recursively cutting a rectangle into
two parts by either a vertical line or a horizontal
line while a non-dicing floorplan®® ' cannot.

Floorplan optimization is a kind of multi-ob-
jective optimization where an area and a wire
length minimization present a Smple but necessary
part of practical floorplanning. Research on the
floorplanning problem has mostly focused on to-
pological representations® ' of floorplans that
could be evaluated under the well-known smulated
annealing (SA) ' framework.

The largest benchmark circuit reported in the
literature contains no more than 49 modules(MC-
NC benchmarks) . Such a small scale is becoming
impractical as the sze and complexity of VL Sl cir-
cuits are increasng. Benchmarks with over 100
modules have been used in some recently published
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works™ ™ The need for faster floorplanning al-
gorithmsisa so growing. Adya et al . ™ introduced
PARQUET ,a SA based floorplanner ,in which new
types of moves are applied to better guide the local
search. Lee et al.™ proposed a multilevel ap-
proach usng B "-trees (MB "-tree) for large-scale
modules. Others are Traffic'*® and BloBB™! ,which
are both non-SA based approaches.

The less flexihility first (L FF) principle™ is
derived from humanity’ s accumulated experiencein
handling rectangle packing problems in daily life.
The L FFbased algorithm ,which is a smulation of
manual packing ,is a deterministic and constructive
algorithm that is proved to be both effective and ef-
ficient for small-scale benchmarks. However it ig-
nores an important characteristic of manual pack-
ing. During the manual packing process, packing
resources such as unpacked modules and empty
space decrease from sufficient to insufficient ,and
while packing the modules is easy in the begin-
ning,it becomes difficult in the end. Therefore,
based on the L FF principle ,we make a smulation
in this paper in which we introduce the concept of
placement by stages to reduce the overall evalua
tion complexity. Experiments on GSRC bench-
marks show that our approach is quite promisng.

[3]
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Execution time can be saved by the new approach
compared to the original algorithm proposed in
Ref. [3]. Its solution quality compares favorably to
that of the stateof-theart floorplanner PAR-
QU ET-3 ,yet it is much quicker.

2 Preiminaries

2.1 Problem definition

Let M={m,m, ,m} bea setof urectan-
gular modulesand N={m,r., ,n} beasetof v
nets which specify the interconnections among the
modules. If the width and height of a module is
fixed,it is called a hard module; otherwise it is
called a soft module. In thispaper ,we consder only
hard modules ,and with all modules hard floorplan-
ning becomes placement. A placement P={ (xi, Vi)
| m M} isan assgnment of rectangular modules
mi with the coordinates of their bottonrleft corners
being assgned to (xi ,yi)’ s so that no two modules
overlap. Placement is optimized by determining P
such that the area of the minimum enclosng rec
tangle of the placement and/ or the total length of
the netsis minimized.

2.2 Lessflexibility first principle

The L FF® principle is derived from humani-
ty’ s accumulated experience in everyday life. For
example ,when masons plank afloor with rectangu-
lar wood blocks they fill first against the corners of
the boundary ,then along the boundary lines,and
last insde the hollow spaces. Also ,the larger and
longer blocks are packed before the smaller and
shorter ones. Such rules of thumb constitute the
L FF principle.

Different flexibilities can be defined for vari-
ous objectives. Figure 1 illustrates a definition of
empty space flexibility. If the empty spaceis near a
corner (Fig.1(a)) ,then a module can move freely
in 3 directionswhen it ispacked there. If the empty
space is near an edge (Fig.1(b)) ,it can move free
ly in 5 directions. If the empty space is near noth-
ing (Fig.1(c)) ,it can move freely in 8 directions.
Let f(a) ,f (b ,and f (c) denote the empty space
flexibility in Figs. 1(a) ,(b) ,and (c) ,respectively.
We define f(a) < f (b) < f (¢) ,which means that
the priority should be:corner-packing > sdepack-
ing > hollow- space-packing.
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Fig.1 Three kinds of empty spaces

Another example is module flexibility ,which

can be defined as
W hn . max(wy ., hy)

{ WH * min(W,H)} (1)
where wm and hs denote the width and height of
the module,and W and H denote the width and
height of the pre specified work space. Equation
(1) indicates that the large or long modules should
be consdered first during the packing process.

fmodue = -

2.3 L FFbasd placement

The process of L FFbased placement can be
briefly described asfollows:

In the beginning,a fixed rectangular area is
chosen as the work space. The modules are then
put one by one into it ,and the L FF heuristics are
applied for the definition ,evaluation ,and selection
of packing schemes (detail s will be givenin thefol-
lowing sections) . If all the modules can be packed
without overlapping and exceeding the boundary ,
then afeasble solution will be achieved in the end.

3 Implementation

3.1 Data sructures

According to the empty space flexibility ,the
best packing is corner-packing ,which is the most
area saving kind of packing. A corner should be re-
garded as constrained by two perpendicular lines
(Fig.1(a)) . By tracking the contour of the empty
space ,all the cornerscan befound. There are 4 cor-
nersin the beginning ,and each time if a module is
packed ,at least 1 corner becomes occupied and 2
new corners are created. Thus the number of cor-
nersis O(n). If the space near a corner istoo small
to hold any modules,we mark it as dead space and
dightly clip the contour to create friendly corners
(Fig.2).

Two kinds of orientations are defined for each
module: horizontal and vertical. Swapping the
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modules as possible. Let Agxe denote the area of
— _n the work space and Apsuw denote the sum of the ar-
m .
my | Mol T |y | M Original contour ea of actually packed modules and virtually packed
— ones. Thefitness value (FV) of a CCPSis calculat-
m, Dead space s J_,—-L— ed as:
Cli d ¢ FV packing — Apseudo/ Aspace (2)
1 n r . . . .
m, my | m m pped contou With this approach ,the time complexity to eval uate
1 I a CCPSis O(r’logn) ' .

Fig.2 Mark the dead space and clip the contour

width and height of a module changes its orientar
tion. If a module can be validly packed against a
corner in one of the orientations,we call such a
scheme a “ candidate corner packing scheme”
(CCPS) . In our implementation ,a CCPS is repre-
sented by afour-tuple:
module id,orientation, X, Yc

where (x: ,yc) denotes the coordinates of the cor-
ner against which the moduleis placed. Each time,
by testing all the remaining unpacked modules near
the corners,we can get a CCPSlist ,and one of the
best ischosen. The positionsof packed modules are
saved in a k-d tree data structure!*® by which mod-
ule overlap detection can be donein O(logn) time.

3.2 CCPSevaluation

Corner-packing alone is insufficient for area
optimization. The CCPSIlist must be caref ully eval-
uated to choose the most area saving and wire- sav-
ing one. In this subsection ,we will discuss the heu-
ristics that are used in CCPS eval uation.

Heuristic 1 :Higher packing density first

After a module is packed ,we would like to en-
sure that the remaining modules can al so be packed
eadly. Therefore,we evaluate how the CCPS al-
lowsfor the packing of the other modules.

Definition: The packing density of a CCPS is
the area of all the modules that could be packed ,if
the CCPS is performed ,into the area of the work
pace.

Therefore ,.a CCPS with a higher packing den-
sty should be consdered first. To evaluate the
packing dendty,we virtually perform the CCPS
and then put the left-over modules into the work
space one by onein ascending order of their respec
tive module flexibility. Here the term pseudo
means that such a packing processisjust atest and
it can be reverted after estimation. This strategy is
greedy in the sense that it tries to pack as many

Heuristic 2 :Longer packing radiusfirst

If the modules are put tightly along the
boundary of the work space from outsde to insde
and are evenly distributed,then the shape of the
empty space will always be kept regular ,which is
in favor of the packing process.

Definition: The packing radius of a CCPS is
the distance between its corner and the center of
the work space.

By preferring a CCPS with a longer packing
radius ,the heuristic mentioned above can be imple
mented easly. Therefore, the fitness value of a
CCPSis

FVrage = (X - %) + (Ve - yo)?  (3)
where (x ,Yo) denotes the coordinates of the cen-
ter of the work space. Obvioudy ,the time complex-
ity of evaluating a CCPSisonly O(1).

Heuristic 3 :Less module flexibility first

In the stricter L FFbased algorithm'® | the
module with the fewest CCPS will be packed first
since such a module is regarded as the most diffi-
cult one to be packed. However ,this hypothessis
deficient. In some cases,e. g. in the beginning of
the packing,each unpacked module has the same
number of CCPS, so that we cannot distinguish
longer or larger modules from shorter or smaller
ones.

The module flexibility mentioned in Section
2 2 implies that longer or larger modules should
have more chances to be used first. Also,modules
with less module flexibility are sure to have fewer
CCPS when empty space becomes scarce. As a re-
sult ,module flexibility is a good factor for CCPS e
val uation:

Wp hn  max(wm . hn)
WH © min(W, H) (4)

Note that FV modue i S the negative of fmdue SNCE
we use a greater fitness value to denote less flexi-
bility. The time complexity to get FVmdue isonly O
(1).

FV modue =
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Heurigtic 4 : Higher connection density first

For two modules m: and m ,if m has morein-
ner wires (nets between a module and the packed
ones) and fewer outer wires (nets between a mod-
ule and the unpacked ones) than m ,then m
should be consdered first.

Definition: The connection density (DC) of a
module is the number of itsinner wires divided by
the sum of the number of itsinner wires and outer
wires:

CDmodwe = i/ (Ni + No) (5)
where n and n denote the number of inner wires
and outer wiresof a module ,respectively. With this
definition ,the fitness value of a CCPS is CDmodue ,
whose calculation complexity is O(8 ,where €isan
average number of nets connecting a module.

Heuristic 5 :Shorter local wire length firgt

For wire optimization ,we tend to put a module
in apostion where the length of the wires connect-
ing it to the packed modules (local wire length) is
as short as posshle. In Fig. 3,there are totaly 2
nets between module m and the packed ones. If m
is packed at position 1 ,the local wire length would
be shorter than if packed at postion 2.

IR ¥ s
Position 1 Position 2

Fg.3 An example of local connections

With this heuristic, the fitness value of a
CCPS to be evaluated equal s the negative of local
wire length (- WLia) of the module. In our imr
plementation ,the local wire length is evaluated u-
sng the half perimeter metric,as for the global
wire length eval uation ,and the eval uation complex-
ity equals O(8.

3.3 Placement by stages

Although the L FFbased a gorithm is a Smu-
lation of manual packing,it ignores an important
characteristic. During the manual packing process,
packing resources such as the unpacked modules

and the empty spaces are depleted ,and it is easy to
pack the modules in the beginning but difficult in
the end. The concept of placement by stages,which
involves dividing the placement processinto stages
and usng different packing rules,is usually used
by human-beings. With the definitions of the heu-
risticsin Section 3 2 ,we can incorporate this con-
cept into the L FFbased algorithm. We divide it in-
to 3 stagesin our implementation ,namely the early
stage,,the middle stage,and the late stage, deter-
mined by the ratio of the number of packed mod-
ules to the total number of modules.

For Heuristics 1 5, their respective time
complexity and effects are measured to determine
which ones will be used in which stage. Heuristic 1
is good for area optimization ,but its execution time
increases dramatically when the problem scale in-
creases,and thus it is only suitable for small-scale
problems. The time complexities of Heuristics 2
and 3 are lower ,but when the packing is to be fin-
ished ,more consderation must be taken to better
utilize the space. Thus, Heuristics 2 and 3 are ap-
plied in the early and middle stages while Heuristic
1is applied in the late stage. For wire optimiza
tion ,both Heuristics 4 and 5 should only be used
after a certain number of modules have been
packed.

The early stage

In this stage,the CCPS are evaluated with
Heuristics 2 and 3. The fitness value of a CCPSis
calculated as

FVecers = Wi X FViags + W2 X FVimoawe  (6)
where w1 + w2 =1. Wefind in the experiments that
the second term of Eq. (6) affects the packing
greatly. One way to smplify the normalization of
w1 and w2 isto use & 2-step evaluation” in theim-
plementation. First ,we get the range of FV modue ,
and only the CCPSof the module whose FV modue are
inthe last 10 % of the range are conddered in the
second step. Second ,the FVraius Of €ach remaining
CCPS are calculated and the CCPS with the best
FV radius are chosen.

The middle stage

In this stage,since a certain number of mod-
ules have already been packed ,wire length optimi-
zation should be taken into account. Asaresult ,the
CCPS are evaluated with Heuristics 2,3 ,4, and 5.
Smilarly ,we use the' 2-step evaluation” inour im-
plementation. In the first step ,the fitness value is
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calculated as succesd ul solutions,we continue our experiments

FV'cers = Wi X FVimodue + W2 X CDmodwe  (7) with the sze of the bounding box increas ng gradu-
where w1 + w2 = 1. Only the CCPS of the module ally. To avoid comparing pad placement algo-
whose FV' cers arein the last 10 % of the range are rithms,wiring results do not include nets going to

consgdered in the second step. In the second step , pads. (Note that if only area optimization is nee
the fitness value is calculated as ded ,we merge the early stage with the middle stage

FV'ccrs = W1 X FViags[ - W2 X WLica] (8) and discard the heuristics for wire optimization in
where wi + w2 =1 ,and* [ ]” means the term only all the stages.) GSRC benchmark circuits are used
makes sense in comparing two CCPSthat belong to in our experiments. For comparison ,we choose the
the same module. state-of-the-art floorplanner PARQU ET-3 which

The late stage uses either sequence pair (SP)'™ or B '-tree’® as

In this stage ,there are only a small number of the topological representation of a floorplan. All
unpacked modules remaining and more consdera experiments are conducted on a 2 3GHz Pentium4
tion must be taken to better utilize the space. Un- workstation with 4GB RAM ,running Linux.

like the middle stage ,Heuristic 1 is used instead of In Table 1 ,we report the results of different
Heuristic 2 or Heuristic 3. Thereis no CCPS distil- stage divison schemes on n100 when optimizing
lationin the first step ,and in the second step the areaonly. We vary the agpect ratio of the outline
fitness value is calculated as from 1 to 2 with an increment of Q. 02. We define

“

FV"ccrs = W1 X FVpacking[ - W2 X WLiaa ] (9) success rate” by the number of successul solu-
tions divided by 50 (which is the total number of

4 [ ti | exi . .
3 Overall time complexity runs) . To the l&ft of the table arelisted the 4 kinds

Sncefor large scale problems,O(n) > 0(8 , of schemes we tested. A scheme,e.g.0 10%
we can ignore O(@ in time complexity eval uation. 95% 100 % ,means that 10 % and 95 % are set as
The over all time complexity of the new L FF algo- the dividing points of the three stages. For looser
rithmis outlines (white space =7 %) ,shortening the length

(N1 + N2) x O(n®) + Ns x O(n*lgn) (10) of the late stage can reduce the execution time with
where N1, N2 ,and Ns denote the number of mod- almost no performance loss,while for tighter out-
ulesin the 3 stages,N:1 + N2 + N3 = n,and Nz <n. lines (white space <6 %) ,prolonging the length of
Thisis much less than the O(r’lgn) complexity in the late stage can make it easer to find success ul
Ref.[3]. solutions. Thisfact also proves that Heuristic 1 is

. more useful than Heuristic 2 and Heuristic 3in the
4 Exper Iments end of the packing processif we want to find better
We implement our algorithm in ANSI C. In ol utions.
order to find the minimum bounding box sizes for

Table 1 Comparion of stage divison for n100 (Area optimization only)

A B C D
Stage divison scheme White space - - - -
Success rate | Time/ s| Success rate | Time/ s| Success rate| Time/ s| Success rate| Time/ s
A:0 0 0 100% 5% 2% 0.13 6% 0.14 20 % 0.36 24 % 1.40
B:0O O 95% 100% 6% 48 % 0.12 50 % 0.13 66 % 0.34 2% 1.26
C:0 0 90% 100% 7% 98 % 0.13 100 % 0.14 98 % 0.30 96 % 1.00
DO 0 8% 100% 8% 100 % 0.13 100 % 0.14 98 % 0.27 100 % 0.82
We also compare the results of different stage Table 2 Comparison of stage divison for n100 (Area
divison schemeson n100 in Table 2 when smulta + wire optimization)
o . . Wi Wi Wi
neousl_y optimizing area_and wire Iengt_h. The white Stage division scheme ire ire ire | s
space is set to be 10 % in these experiments. S nce (avg) [ (min) [ (max)
wire optimization is not considered in the early 0 O 90% 100% 138 | 126 | 147 | 0.36
. . 0, 0, 0,
stage ,these results show that the final wire length O 10% 90% 100% | 138 | 132 | 143 | 0.40
. : . 0 20% 90% 100% 143 130 150 | 0.43
is affected by the time when we start to consider
0 30% 90% 100% 143 142 161 | 0.44

wire optimization.
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In Table 3(Table 4) welist the resultsof L FF
and PARQUET-3 on area (area + wire) optimiza
tion. We use the default parameters of PARQUET-
3.,and its results are the best of 50 runs for each
benchmark circuit. L FF outperforms PARQUE3
on area optimization with white space <4 %for all
the three benchmarks. Also ,L FF tends to achieve
smaller white space when wire optimization is con-
sidered ,and its wiring results are comparable to
those of PARQU ET-3.

Table 3 Comparioon of LFF with PARQUET-3 (Area
optimization only)

Qrcuit LFF SP B -tree
(# modules) WS time WS time WS time
n100( # 100) 3.85%/0.29s| 7.20%/5.10s | 4.52 %/ 2.69s
n200 ( # 200) 3.61%/1.07s| 8.74 %/ 26.6s| 5.07 %/ 11.3s
n300( # 300) 3.59 %/ 3.38s | 9.60 %/ 60.8s| 5.34 %/ 24.0s

Table 4 Comparison of L FF with PARQUET-3 (Area
+ wire optimization)

L LFF SP B "-tree
Qrcuit . . . . ] .
WS wire/ time [ WS wire/ time| WS wire/ time
n100 8.2 %/ 132/0.497.5%/ 121/ 18s| 11 %/ 123/ 12s
n200 7.8 % 271/2.7912 %/ 268/ 101s| 10 %/ 259/ 63s
n300 8.9 %/ 415/ 6.59 13 %/ 422/ 2565s| 12 %/ 397/ 128s

5 Conclusion

We have presented a deterministic and con-
structive algorithm for the large-scale VL SI mod-
ule placement problem. We base the algorithm on
L FF heuristics and introduce the concept of place
ment by stages to reduce the evaluation complexi-
ty.

Our approach is good for generating optimized
resultsin a short time,and we believe that even if
time were less critical ,it could also be used to pro-
vide initial solutions quickly for floorplan algo-
rithms such as s mulated annealing to reduce the o-
verall time.
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