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Abstract : We p resent a dete rministic algorit hm f or la rge2scale VLSI module placement . Following t he less f lexibil2
it y f irst (L FF) p rinciple ,we simulate a manual p acking p rocess in w hich t he concep t of placement by stages is in2
t roduced t o reduce t he overall evaluation complexity. The complexity of t he p rop osed algorit hm is ( N1 + N2 ) ×
O ( n2 ) + N3 ×O ( n4 lg n) ,where N1 , N2 , and N3 denote t he number of modules in each stage , N1 + N2 + N3 = n ,

and N3 ν n. This complexity is much less t han t he original time complexity of O ( n5 lg n) . Exp erimental results in2
dicate t hat t his app roach is quite p romising.
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1　Introduction

Floorplanning is designing t he layout of circuit
blocks or IP blocks on a chip subject to various ob2
jectives. It is an early stage of p hysical design and
determines the overall chip performance. A floor2
plan can be classified into one of two categories :
slicing and non2slicing. A slicing floorplan[1 ,2 ] can
be obtained by recursively cut ting a rectangle into
two part s by eit her a vertical line or a horizontal
line ,while a non2slicing floorplan[3～9 ] cannot .

Floorplan optimization is a kind of multi2ob2
jective optimization where an area and a wire
lengt h minimization present a simple but necessary
part of p ractical floorplanning. Research on the
floorplanning problem has mostly focused on to2
pological rep resentations[ 4～9 ] of floorplans t hat
could be evaluated under t he well2known simulated
annealing (SA) [ 10 ] f ramework.

The largest benchmark circuit reported in the
literature contains no more t han 49 modules ( MC2
NC benchmarks) . Such a small scale is becoming
impractical as t he size and complexity of VL SI cir2
cuit s are increasing. Benchmarks wit h over 100
modules have been used in some recently p ublished

works[11～14 ] . The need for faster floorplanning al2
gorit hms is also growing. Adya et al . [11 ] int roduced
PARQU ET ,a SA based floorplanner ,in which new
types of moves are applied to better guide t he local
search. Lee et al . [12 ] proposed a multilevel ap2
proach using B 3 2t rees ( MB 3 2t ree ) for large2scale
modules. Others are Traffic[13 ] and BloBB[ 14 ] ,which
are bot h non2SA based approaches.

The less flexibility first (L FF) p rinciple[3 ] is
derived f rom humanity’s accumulated experience in
handling rectangle packing problems in daily life.
The L FF2based algorit hm ,which is a simulation of
manual packing ,is a deterministic and const ructive
algorit hm t hat is p roved to be bot h effective and ef2
ficient for small2scale benchmarks. However ,it ig2
nores an important characteristic of manual pack2
ing. During t he manual packing process , packing
resources such as unpacked modules and empty
space decrease f rom sufficient to insufficient , and
while packing t he modules is easy in t he begin2
ning , it becomes difficult in t he end. Therefore ,
based on t he L FF principle ,we make a simulation
in t his paper in which we int roduce t he concept of
placement by stages to reduce t he overall evalua2
tion complexity. Experiment s on GSRC bench2
marks show t hat our approach is quite p romising.
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Execution time can be saved by t he new approach
compared to t he original algorit hm p roposed in
Ref . [ 3 ] . It s solution quality compares favorably to
t hat of the state2of2t he2art floorplanner PA R2
QU ET23 ,yet it is much quicker .

2　Prel iminaries

2. 1　Problem def inition

Let M = { m1 , m2 , ⋯, m u } be a set of u rectan2
gular modules and N = { n1 , n2 , ⋯, nv } be a set of v

net s which specify t he interconnections among the
modules. If t he widt h and height of a module is
fixed , it is called a hard module ; ot herwise it is
called a sof t module. In t his paper ,we consider only
hard modules ,and with all modules hard floorplan2
ning becomes placement . A placement P = { ( x i , y i )

| m i ∈M} is an assignment of rectangular modules
m i wit h the coordinates of t heir bottom2lef t corners
being assigned to ( x i , y i )’s so t hat no two modules
overlap . Placement is optimized by determining P

such t hat the area of t he minimum enclosing rec2
tangle of the placement and/ or t he total lengt h of
t he net s is minimized.

2. 2　Less flexibil ity f irst principle

The L FF[3 ] principle is derived f rom humani2
ty’s accumulated experience in everyday life. For
example ,when masons plank a floor wit h rectangu2
lar wood blocks t hey fill first against t he corners of
t he boundary , t hen along t he boundary lines , and
last inside the hollow spaces. Also , t he larger and
longer blocks are packed before t he smaller and
shorter ones. Such rules of t humb constit ute the
L FF principle.

Different flexibilities can be defined for vari2
ous objectives. Figure 1 illust rates a definition of
empty space flexibility. If t he empty space is near a
corner ( Fig. 1 (a) ) , t hen a module can move f reely
in 3 directions when it is packed t here. If t he empty
space is near an edge ( Fig. 1 (b) ) ,it can move f ree2
ly in 5 directions. If t he empty space is near noth2
ing ( Fig. 1 (c) ) ,it can move f reely in 8 directions.
Let f ( a) , f ( b) ,and f ( c) denote t he empty space
flexibility in Figs. 1 (a) , ( b) ,and (c) ,respectively.
We define f ( a) < f ( b) < f ( c) , which means t hat
t he p riority should be : corner2packing > side2pack2
ing > hollow2space2packing.

Fig. 1　Three kinds of empty spaces

Anot her example is module flexibility , which
can be defined as

f module = - {
wm hm

W H
+

max ( wm , hm )
mi n ( W , H)

} (1)

where wm and hm denote t he widt h and height of
t he module , and W and H denote t he widt h and
height of t he p re2specified work space. Equation
(1) indicates t hat the large or long modules should
be considered first during the packing process.

2. 3　LFF2based placement

The process of L FF2based placement can be
briefly described as follows :

In t he beginning , a fixed rectangular area is
chosen as t he work space. The modules are then
p ut one by one into it ,and t he L FF heuristics are
applied for t he definition ,evaluation ,and selection
of packing schemes (details will be given in the fol2
lowing sections) . If all t he modules can be packed
without overlapping and exceeding t he boundary ,
t hen a feasible solution will be achieved in t he end.

3　Implementation

3. 1　Data structures

According to t he empty space flexibility , t he
best packing is corner2packing , which is t he most
area2saving kind of packing. A corner should be re2
garded as const rained by two perpendicular lines
( Fig. 1 (a) ) . By t racking t he contour of the empty
space ,all t he corners can be found. There are 4 cor2
ners in the beginning ,and each time if a module is
packed ,at least 1 corner becomes occupied and 2
new corners are created. Thus the number of cor2
ners is O( n) . If t he space near a corner is too small
to hold any modules ,we mark it as dead space and
slightly clip t he contour to create f riendly corners
( Fig. 2) .

Two kinds of orientations are defined for each
module : horizontal and vertical . Swapping t he
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Fig. 2　Mark the dead space and clip the contour

widt h and height of a module changes it s orienta2
tion. If a module can be validly packed against a
corner in one of t he orientations , we call such a
scheme a “candidate corner packing scheme”
(CCPS) . In our implementation , a CCPS is rep re2
sented by a four2t uple :
〈module id , orie ntation , xc , yc〉

where ( xc , yc ) denotes the coordinates of t he cor2
ner against which the module is placed. Each time ,
by testing all t he remaining unpacked modules near
t he corners ,we can get a CCPS list ,and one of the
best is chosen. The positions of packed modules are
saved in a k2d t ree data st ruct ure[16 ] by which mod2
ule overlap detection can be done in O (log n) time.

3. 2　CCPS evaluation

Corner2packing alone is insufficient for area
optimization. The CCPS list must be caref ully eval2
uated to choose t he most area2saving and wire2sav2
ing one. In t his subsection ,we will discuss t he heu2
ristics that are used in CCPS evaluation.

Heuristic 1 :Higher packing density f irst
After a module is packed ,we would like to en2

sure t hat the remaining modules can also be packed
easily. Therefore , we evaluate how the CCPS al2
lows for t he packing of t he ot her modules.

Definition : The packing density of a CCPS is
t he area of all t he modules t hat could be packed ,if
t he CCPS is performed ,into t he area of t he work
space.

Therefore ,a CCPS with a higher packing den2
sity should be considered first . To evaluate the
packing density , we virt ually perform t he CCPS
and t hen p ut t he lef t2over modules into t he work
space one by one in ascending order of their respec2
tive module flexibility. Here the term p seudo
means t hat such a packing process is just a test and
it can be reverted af ter estimation. This st rategy is
greedy in the sense t hat it t ries to pack as many

modules as possible. Let A space denote t he area of

t he work space and Apseudo denote t he sum of t he ar2
ea of act ually packed modules and virt ually packed
ones. The fit ness value ( FV) of a CCPS is calculat2
ed as :

FV packing = Apseudo / Aspace (2)

Wit h t his approach ,t he time complexity to evaluate
a CCPS is O( n2 log n) [3 ] .

Heuristic 2 :Longer packing radius f irst
If t he modules are p ut tightly along t he

boundary of t he work space f rom out side to inside
and are evenly dist ributed , t hen t he shape of t he
empty space will always be kept regular ,which is
in favor of t he packing process.

Definition : The packing radius of a CCPS is
t he distance between it s corner and t he center of
t he work space.

By preferring a CCPS with a longer packing
radius ,t he heuristic mentioned above can be imple2
mented easily. Therefore , t he fit ness value of a
CCPS is

FV radius = ( xc - xo ) 2 + ( yc - yo ) 2 (3)

where ( xo , yo ) denotes t he coordinates of t he cen2
ter of the work space. Obviously ,t he time complex2
ity of evaluating a CCPS is only O(1) .

Heuristic 3 :Less module flexibil ity f irst
In the st ricter L FF2based algorit hm[3 ] , t he

module wit h the fewest CCPS will be packed first
since such a module is regarded as t he most diffi2
cult one to be packed. However , t his hypot hesis is
deficient . In some cases , e. g. in t he beginning of
t he packing , each unpacked module has t he same
number of CCPS , so t hat we cannot distinguish
longer or larger modules f rom shorter or smaller
ones.

The module flexibility mentioned in Section
212 implies that longer or larger modules should
have more chances to be used first . Also , modules
with less module flexibility are sure to have fewer
CCPS when empty space becomes scarce. As a re2
sult ,module flexibility is a good factor for CCPS e2
valuation :

FV module =
wm hm

W H
+

max ( wm , hm )
mi n ( W , H)

(4)

　　Note t hat FVmodule is t he negative of f module since
we use a greater fit ness value to denote less flexi2
bility. The time complexity to get FVmodule is only O

(1) .
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Heuristic 4 :Higher connection density f irst
For two modules m1 and m2 ,if m1 has more in2

ner wires ( net s between a module and t he packed
ones) and fewer outer wires (net s between a mod2
ule and t he unpacked ones ) t han m2 , t hen m1

should be considered first .
Definition : The connection density ( DC) of a

module is the number of it s inner wires divided by
t he sum of t he number of it s inner wires and outer
wires :

CD module = ni / ( n i + no ) (5)

where ni and no denote the number of inner wires
and outer wires of a module ,respectively. Wit h this
definition ,t he fit ness value of a CCPS is CDmodule ,
whose calculation complexity is O(ē) ,where ēis an
average number of net s connecting a module.

Heuristic 5 :Shorter local wire length f irst
For wire optimization ,we tend to p ut a module

in a position where t he lengt h of t he wires connect2
ing it to the packed modules (local wire lengt h) is
as short as po ssible. In Fig. 3 , t here are totally 2
net s between module m and the packed ones. If m

is packed at position 1 ,t he local wire lengt h would
be shorter than if packed at position 2.

Fig. 3　An example of local connections

Wit h this heuristic , t he fit ness value of a
CCPS to be evaluated equals t he negative of local
wire lengt h ( - WL local ) of the module. In our im2
plementation , t he local wire lengt h is evaluated u2
sing t he half perimeter met ric , as for t he global
wire lengt h evaluation ,and t he evaluation complex2
ity equals O(ē) .

3. 3　Placement by stages

Alt hough t he L FF2based algorit hm is a simu2
lation of manual packing , it ignores an important
characteristic. During t he manual packing process ,
packing resources such as t he unpacked modules

and t he empty spaces are depleted ,and it is easy to
pack the modules in the beginning but difficult in
t he end. The concept of placement by stages ,which
involves dividing t he placement p rocess into stages
and using different packing rules , is usually used
by human2beings. Wit h the definitions of t he heu2
ristics in Section 312 ,we can incorporate t his con2
cept into t he L FF2based algorit hm. We divide it in2
to 3 stages in our implementation ,namely the early
stage , t he middle stage , and t he late stage , deter2
mined by t he ratio of t he number of packed mod2
ules to t he total number of modules.

For Heuristics 1 ～ 5 , t heir respective time
complexity and effect s are measured to determine
which ones will be used in which stage. Heuristic 1
is good for area optimization ,but it s execution time
increases dramatically when the problem scale in2
creases ,and t hus it is only suitable for small2scale
p roblems. The time complexities of Heuristics 2
and 3 are lower ,but when t he packing is to be fin2
ished ,more consideration must be taken to better
utilize the space. Thus , Heuristics 2 and 3 are ap2
plied in t he early and middle stages while Heuristic
1 is applied in t he late stage. For wire optimiza2
tion ,bot h Heuristics 4 and 5 should only be used
after a certain number of modules have been
packed.

The early stage
In t his stage , t he CCPS are evaluated wit h

Heuristics 2 and 3. The fit ness value of a CCPS is
calculated as

FV CCPS = w1 ×FV radius + w2 ×FV module (6)

where w1 + w2 = 1. We find in t he experiment s t hat
t he second term of Eq. ( 6 ) affect s t he packing
greatly. One way to simplify t he normalization of
w1 and w2 is to use a“22step evaluation”in the im2
plementation. First , we get the range of FVmodule ,

and only t he CCPS of t he module whose FVmodule are
in t he last 10 % of t he range are considered in t he
second step . Second , the FV radius of each remaining
CCPS are calculated and t he CCPS with t he best
FV radius are chosen.

The middle stage
In this stage , since a certain number of mod2

ules have already been packed ,wire length optimi2
zation should be taken into account . As a result ,t he
CCPS are evaluated with Heuristics 2 ,3 ,4 , and 5.
Similarly ,we use t he“22step evaluation”in our im2
plementation. In t he first step , t he fit ness value is
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calculated as
FV′CCPS = w1 ×FV module + w2 ×CD module (7)

where w1 + w2 = 1. Only t he CCPS of t he module
whose FV′CCPS are in t he last 10 % of the range are
considered in the second step . In t he second step ,
t he fit ness value is calculated as

FV″CCPS = w1 ×FV radius [ - w2 ×WL local ] (8)

where w1 + w2 = 1 ,and“[ ]”means the term only
makes sense in comparing two CCPS that belong to
t he same module.

The late stage
In t his stage ,t here are only a small number of

unpacked modules remaining and more considera2
tion must be taken to bet ter utilize the space. Un2
like t he middle stage , Heuristic 1 is used instead of
Heuristic 2 or Heuristic 3. There is no CCPS distil2
lation in t he first step ,and in t he second step the
fit ness value is calculated as

FV″CCPS = w1 ×FV packing [ - w2 ×WL local ] (9)

3. 4　Overall time complexity

Since for large scale p roblems , O ( n) µ O(ē) ,
we can ignore O(ē) in time complexity evaluation.
The over all time complexity of t he new L FF algo2
rit hm is

( N1 + N2 ) ×O ( n2 ) + N3 ×O ( n4 lg n) (10)

where N 1 , N 2 ,and N 3 denote the number of mod2
ules in t he 3 stages , N 1 + N 2 + N 3 = n ,and N3 ν n.
This is much less than t he O( n5 lg n) complexity in
Ref . [ 3 ] .

4　Experiments
We implement our algorit hm in ANSI C. In

order to find t he minimum bounding box sizes for

successf ul solutions , we continue our experiment s
with the size of t he bounding box increasing gradu2
ally. To avoid comparing pad placement algo2
rit hms ,wiring result s do not include net s going to
pads. ( Note t hat if only area optimization is nee2
ded ,we merge the early stage with t he middle stage
and discard t he heuristics for wire optimization in
all t he stages. ) GSRC benchmark circuit s are used
in our experiment s. For comparison ,we choose t he
state2of2t he2art floorplanner PARQU ET23 which
uses either sequence pair ( SP) [ 4 ] or B 3 2t ree[8 ] as
t he topological rep resentation of a floorplan. All
experiment s are conducted on a 213 GHz Pentium4
workstation wit h 4 GB RAM ,running Linux.

In Table 1 , we report t he result s of different
stage division schemes on n100 when optimizing
area only. We vary t he aspect ratio of t he outline
f rom 1 to 2 wit h an increment of 0102. We define
“success rate”by the number of successf ul solu2
tions divided by 50 ( which is the total number of
runs) . To the lef t of t he table are listed t he 4 kinds
of schemes we tested. A scheme , e. g. 0～10 %～
95 %～100 % ,means t hat 10 % and 95 % are set as
t he dividing point s of t he t hree stages. For loo ser
outlines (white space≥7 %) ,shortening the lengt h
of t he late stage can reduce t he execution time wit h
almost no performance loss ,while for tighter out2
lines (white space ≤6 %) ,p rolonging the lengt h of
t he late stage can make it easier to find successf ul
solutions. This fact also p roves t hat Heuristic 1 is
more usef ul t han Heuristic 2 and Heuristic 3 in t he
end of the packing process if we want to find better
solutions.

Table 1　Comparison of stage division for n100 (Area optimization only)

Stage division scheme White space
A B C D

Success rate Time/ s Success rate Time/ s Success rate Time/ s Success rate Time/ s

A :0～0～0～100 % 5 % 2 % 0. 13 6 % 0. 14 20 % 0. 36 24 % 1. 40

B :0～0～95 %～100 % 6 % 48 % 0. 12 50 % 0. 13 66 % 0. 34 72 % 1. 26

C :0～0～90 %～100 % 7 % 98 % 0. 13 100 % 0. 14 98 % 0. 30 96 % 1. 00

D :0～0～85 %～100 % 8 % 100 % 0. 13 100 % 0. 14 98 % 0. 27 100 % 0. 82

　　We also compare t he result s of different stage
division schemes on n100 in Table 2 when simulta2
neously optimizing area and wire lengt h. The white
space is set to be 10 % in t hese experiment s. Since
wire optimization is not considered in t he early
stage ,t hese result s show t hat t he final wire lengt h
is affected by the time when we start to consider
wire optimization.

Table 2 　Comparison of stage division for n100 (Area

+ wire optimization)

Stage division scheme
Wire
(avg)

Wire
(min)

Wire
(max)

Time/ s

0～0～90 %～100 % 138 126 147 0. 36

0～10 %～90 %～100 % 138 132 143 0. 40

0～20 %～90 %～100 % 143 130 150 0. 43

0～30 %～90 %～100 % 143 142 161 0. 44
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In Table 3 ( Table 4) we list t he result s of L FF
and PARQU ET23 on area (area + wire) optimiza2
tion. We use t he default parameters of PARQU ET2
3 ,and it s result s are the best of 50 runs for each
benchmark circuit . L FF outperforms PARQU E23
on area optimization with white space < 4 % for all
t he t hree benchmarks. Also ,L FF tends to achieve
smaller white space when wire optimization is con2
sidered , and it s wiring result s are comparable to
t hose of PARQU ET23.

Table 3 　Comparison of L FF with PARQU ET23 ( Area

optimization only)

Circuit
( # modules)

L FF SP B 3 2t ree

WS/ time WS/ time WS/ time

n100 ( # 100) 3. 85 %/ 0. 29s 7. 20 %/ 5. 10s 4. 52 %/ 2. 69s

n200 ( # 200) 3. 61 %/ 1. 07s 8. 74 %/ 26. 6s 5. 07 %/ 11. 3s

n300 ( # 300) 3. 59 %/ 3. 38s 9. 60 %/ 60. 8s 5. 34 %/ 24. 0s

Table 4　Comparison of L FF with PARQU ET23 (Area

+ wire optimization)

Circuit
L FF SP B 3 2t ree

WS/ wire/ time WS/ wire/ time WS/ wire/ time

n100 8. 2 %/ 132/ 0. 4s 7. 5 %/ 121/ 18s 11 %/ 123/ 12s

n200 7. 8 %/ 271/ 2. 7s 12 %/ 268/ 101s 10 %/ 259/ 63s

n300 8. 9 %/ 415/ 6. 5s 13 %/ 422/ 256s 12 %/ 397/ 128s

5　Conclusion

We have presented a deterministic and con2
st ructive algorit hm for t he large2scale VL SI mod2
ule placement p roblem. We base t he algorit hm on
L FF heuristics and int roduce t he concept of place2
ment by stages to reduce the evaluation complexi2
ty.

Our approach is good for generating optimized
result s in a short time ,and we believe t hat even if
time were less critical ,it could also be used to p ro2
vide initial solutions quickly for floorplan algo2
rit hms such as simulated annealing to reduce the o2
verall time.
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基于分阶段 LFF策略的大规模模块布局方法 3

魏少俊1 ,­　董社勤1 　洪先龙1 　吴有亮2

(1 清华大学计算机科学与技术系 , 北京　100084)

(2 香港中文大学计算机科学与工程系 , 香港)

摘要 : 提出了一种用于求解大规模 VL SI模块布局问题的确定性方法.该方法在“最小自由度优先”原则的基础上 ,

模拟人工布局过程提出了“分阶段布局”的思想.分阶段布局就是将布局过程按照布局完成的比例划分成若干个阶
段 ,再将各种启发式策略适当地应用到各个阶段中 ,从而改善算法的整体性能.理论上 ,算法的时间复杂为 ( N 1 +

N 2 ) O( n2 ) + N 3 O( n4 lgn) ,其中 N 1 , N 2 , N 3 为各个阶段的模块数目 , N 1 + N 2 + N 3 = n ,且 N 3 ν n ,比原有的最小自

由度优先算法复杂度 O( n5 lg n)小很多.实验结果也表明该方法很有潜力.
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