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Abstract: On-chip global buses in deep sub-micron designs consume significant amounts of energy and have large propaga-

tion delays. Thus, minimizing energy dissipation and propagation delay is an important design objective. In this paper, we

propose a new spatial and temporal encoding approach for generic on-chip global buses with repeaters that enables higher

performance while reducing peak energy and average energy. The proposed encoding approach exploits the benefits of a

temporal encoding circuit and spatial bus-invert coding techniques to simultaneously eliminate opposite transitions on adja-

cent wires and reduce the number of self-transitions and coupling-transitions. In the design process of applying encoding

techniques for reduced bus delay and energy,we present a repeater insertion design methodology to determine the repeater

size and inter-repeater bus length, which minimizes the total bus energy dissipation while satisfying target delay and slew-

rate constraints. This methodology is employed to obtain optimal energy versus delay trade-offs under slew-rate constraints

for various encoding techniques.
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1 Introduction

Low-power and high-performance are necessary
for all components in deep submicron (DSM) micro-
processors and system-on-chip (SoC) designs. This is
especially true for global buses, which suffer from
higher power consumption and larger propagation de-
lay with technology scaling''’. According to the Inter-
national Technology Roadmap for Semiconductors
(ITRS, gate delay and local wire delay decrease
with technology scaling, while global wire delay tends
to increase. Therefore, the propagation delay through
global buses will act as a major limiting factor in
many high-performance SoC designs. Furthermore,in-
creasing silicon integration levels has resulted in lar-
ger chip areas and higher connectivity demands be-
tween functional units on a chip. Consequently, on-
chip interconnection networks will consume a signifi-
cant portion of the total system power in many large
SoCs through increased wire lengths and number of
wires. This is especially prominent in high perform-
ance designs,where interconnects are heavily buffered
to improve degraded intrinsic RC wire delays and sig-
nal slew rates while the heavy use of buffers increases
the power dissipation of the interconnect™*!.

In DSM technology. due to the increased aspect
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ratio of the metal wires,the coupling capacitances be-
tween adjacent wires become significantly larger than
the parasitic capacitances between a wire and the sub-
strate (the self capacitance)'’’. Hence, inter-wire ca-
pacitive coupling during a switching occurrence be-
comes a major source of the aforementioned issues.
Hereafter, self-transitions can be defined as transi-
tions on the self-capacitance,whereas coupling-transi-
tions can be defined as transitions on the coupling ca-
pacitance.

From a power perspective, average power con-
sumption determines battery life, whereas the peak
power consumption dictates the packaging and ther-
mal regulation mechanisms that determine the relia-
bility of high performance chips. For a particular wir-
ing pitch and length, the total wire capacitance and
resistance are fixed. The factors that determine the
peak energy of a buffered bus include voltage supply.,
the size and number of the repecaters in the bus, and
the maximum number of self-transitions and coupling-
transitions on the bus in any given clock cycle. In con-
trast,the average energy per bus cycle is determined
by the average number of self-transitions and cou-
pling-transitions per bus cycle™’.

From a performance perspective, the crosstalk
between bus signals, caused by increased capacitive
coupling,is considered one of the major factors that

(©2008 Chinese Institute of Electronics
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affect the worst-case delay of bus signals'®

ticular wiring pitch and length, the worst-case delay

.For a par-

of a buffered bus is determined by the size and num-
ber of the repeaters,and the worst-case coupling-tran-
sitions in any given clock. Therefore, elimination of
the worst-case coupling-transitions can reduce the
worst-case delay.

Many encoding techniques using spatial redun-
dancy have been presented to alleviate power or delay
problems. For example, the bus-invert method'” can
limit the maximum number of self-transitions and
coupling-transitions to 50% and result in potential
gains of 50%
280 are applied to minimize both average self-
transition and coupling-transition activity for bus av-
reduction;
codes ™! simultaneously provide power efficiency and

in peak energy. Various encoding
schemes
erage power and crosstalk avoidance
eliminate the worst-case crosstalk delay. These enco-
ding techniques have a large routing area overhead
due to the need for additional bus wires. We refer to
such an encoding scheme as spatial encoding. There

are also some encoding techniques-'*'"

using temporal
redundancy to minimize both delay and power. We re-
fer to such an encoding scheme as temporal encoding.

However,all the aforementioned works focus on
the effects of encoding schemes on bus delay and
power consumption,but do not consider the effects of
repeater insertion (the number and size of the repeat-
ers inserted in the bus). Some previous work can be
found in the literature that attempts to address the is-
sue of optimizing the repeater insertion in the design
process of applying bus encoding techniques for re-
duced delay and power™"""'* . However, these papers do
not provide any closed-form expression for their re-
peater optimization methods. Instead, they performed
the optimization by exhaustively sweeping the number
and size of repeaters at the expense of considerable
SPICE simulation time. Therefore, their design meth-
ods are not suitable for integration in a CAD tool
flow.

In our previous work, we presented an energy-
efficient temporal encoding circuit'*'. In this paper.,
we propose a spatial and temporal encoding technique
to further reduce energy by combining spatial bus-in-
vert coding'” with the temporal encoding circuit tech-
nique presented in our previous work. In addition, we
present a repeater insertion design methodology to
determine the repeater size and inter-repeater bus
length that minimizes the total bus energy dissipation
while satisfying the target delay and slew-rate con-
straints. This methodology is employed to obtain ener-
gy versus. delay trade-offs under slew-rate constraints
for the proposed encoding technique.

bus_in

bus_out
clkptH

(a)
MRep bus_out

. E

clk—pIFF

Fig.1
ded bus with repeaters (b)

Topology of original uncoded (a) and temporally enco-

2 Spatial and temporal encoding method

In this section, we first describe the abstract of
the temporal encoding circuit technique proposed in
our previous work™. Then,we propose a new spatial
and temporal encoding method based on the temporal
encoding circuit.

2.1 Temporal encoding circuit technique

The topologies of the original uncoded and tem-
porally encoded bus with repeaters are shown in
Fig. 1. We are interested in the optimal energy-delay
trade-off for transmitting data from the node bus_in
to the node bus_out. For the uncoded (UNC) bus,the
coupling-transitions adjacent
wires are ‘A ¥ 7 and ¢ §y 4 ’.The temporal encoding
(TE) technique, which eliminates the worst-case cou-
pling-transitions without the cost of additional wire

worst-case between

area,is based on the following property:for any given
n-bit input data stream,if n-bit shield signals (e. g.all
0’ or all 17s) are inserted in the data stream every
other data value, it is observed that there exist no
‘A ¥’ and ‘¥ 4’ transitions in the newly generated
data stream. The key idea of the technique is that the
TE circuit (as shown in Fig. 2) can dynamically build
shield signals depending on the results of the logic
AND operation of the current and previous state of
input data signals instead of inserting fixed shield sig-
nals (e.g.all 0’s). Thus,on the one hand, the TE-co-
ded bus not only achieves bus switching activity de-
pendent on input switching behavior, but also switches
only once in a cycle when static input data switches.
Thus,the TE technique has the self transition profile
of an uncoded bus. On the other hand, since the TE
technique completely eliminates opposite transitions

D
—°| g
D@-D‘*—Q = {>,_Q
C
C

Fig.2 Temporal encoding circuit
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Fig.3 Timing plan of the TE-coded bus

on adjacent wires, this technique reduces both the
maximum number of coupling-transitions in any given
clock cycle and the average number of coupling-tran-
sitions per bus cycle.

The modified repeater (MRep) near the middle
of the TE bus topology has the data latching proper-
ty,which allows the data signal to traverse the second
half of the bus while the first half of the bus transmits
shield signal. This ensures full throughput of useful
data transmission without the danger of data pulse
evaporation. This is illustrated by the timing plan of
the TE-coded bus in Fig. 3. From the timing plan, we
observe that the T, and T, phase of clock are deter-
mined by the data signal arrival instead of the shield
signal arrival;that is, T,=>Dyrep + Dz + Tierwp and T
>=DIE + Dy, -respectively. Therefore, the bus delay of
the TE technique is given by

T(TE =T, +T7T, - DdFF - Tsctup
= Dy + Dy + D;EEiec — Dy (D
where Dy, and Dy, are the delays of the first and
second half of the bus,respectively, D .. is the sum of
tne and Dyre, Which are the delays of the TE circuits
(Enc and MRep.,respectively) , D is the clock-to-out
delay of the driver flip-flop (dFF),and T, is the
setup time of the receiver flip-flop (rFF).

2.2 Combination of TE and bus-invert coding

In order to further improve the power efficien-
cy,we combine a spatial bus-invert (BI) coding with
the TE technique because the BI coding is a simple but
effective low-power coding scheme through self tran-
sition activity reduction. Since the TE technique has
the self transition profile of an uncoded bus, the BI
encoder can be followed by TE encoding without de-

stroying the effectiveness of the self transition activi-
ty reduction of the BI coding. The bus topology of the
joint coding based on the combination of TE and BI
coding is shown in Fig. 4. The original input data val-
ue is first encoded through the BI encoder, which
computes the Hamming distance H, between the next
data value and the present bus value (including the in-
vert bit). The data value is inverted for transmission
and the invert bit is set to the high level if H,>n/2
for the n-bit bus; otherwise, the data value is un-
changed and the inverted bit is set to the low level.
Then,the newly generated data and invert bit are en-
coded through the TE technique to eliminate opposite
transitions on adjacent wires. In summary, the joint
coding exploits the benefits of both coding tech-
niques. However, the effectiveness of BI coding de-
creases as the bus width increases. Therefore, for wide
buses,the whole bus is partitioned into several sub-bu-
ses each with its own inverted bit to improve switc-
hing activity reduction"'"’. We refer to the joint cod-
ing as the BI(g)TE method,where g is the number of
sub-buses. By modifying Eq. (1) , we obtain the bus de-
lay of BI(g)TE as follows

T3 = Dw + Dz + Dioice + Diee = D (2)
where D, is the delay of BI decoder (XOR gate).

3 Delay and energy models of bus with
repeaters

3.1 Delay and transition time model of uncoded bus
with repeaters

As shown in Fig. 5,a global bus of length L,re-
sistance r per unit length,self capacitance c, per unit
length,and coupling capacitance c. per unit length is
evenly divided into k segments of length [ by identi-
cal repeaters. For a repcater of size s.the total output
resistance R, = r,/s.the total output parasitic capaci-
tance C, = sc,,and the total input capacitance is C, =
sc,swhere r,,c,,and c, are the output resistance, out-
put capacitance, and input capacitance, respectively,
of a minimum-sized repeater. The delay ¢4 and transi-
tion time ¢, of a wire segment in the bus are obtained
by modifying the expression in Ref.[15] as follows

Bl-Dec
Foy

Fig.4 Bus topology of the BI(g) TE joint coding
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Fig.5 Repeater insertion in a global bus

ta(potinsCL) =ln2[r S(scp+(cs+pcc)l+CL)+rlCL}+

N

(0.1 +0.4In2)r(c, + pc)I* + Yt (3
t.(p.CL) = 2.51n3[’;<scp + (o + pedl + C) +
rlCL+O.4r(cs+pcc)lz} €))

where p is the coupling factor, which takes values p =
0,1,2,3,and 4 depending on the transitions occurring
on adjacent wires' ; t;, is the input transition time of
the driving repeater of the wire segment; C. is the
load at the end of the segment,and C, = C, if the
load is the driving repeater of the next segment; r;
and r? are the different versions of the output resist-
ances r, used to calculate the delay ¢4 and transition
time ¢, ,respectively;y is the coefficient representing
the contribution of ¢, to the repeater delay, which is

determined as'*®’

1 l-ve 1-v -
7:7(1—1+a‘n——1+a‘:) (5)
where vy = Vi/ Vi svp = Vip/ Vasand a is the velocity
saturation index. The total delay of a wire in the bus
is given by

Twire(p’L9lrdi’CL) = (ZL - 1>ld5<pvlnivcg) +

tas(pstwi»Cy) + ta(pstui»CL) (6)
where ¢4 is the input transition time of the driver of the
wire, t,; is the input transition time of the repeaters in
the middle of the wire,thereby, ¢, =t,(p,C,).

When coding is not employed, p takes the worst-
case value of 4. Therefore, the worst-case delay and
transition time of an uncoded bus with repeaters are,
respectively, given by

TN = Tyre(4dsLyt,g,CaD (7)

TV = t,(4,max(C,,Ca")) €))
where C' is the input capacitance of the slave flip-
flop.

3.2 Energy dissipation model of uncoded bus with re-
peaters

The energy dissipation of an uncoded bus with
repeaters is composed of dynamic, short-circuit, and
leakage energy dissipation in the repeaters and dy-
namic energy dissipation in the interconnects. We as-
sume that the number of self-transitions and coupling-
transitions on the bus are N, and N. in a given clock
cycle, respectively. Therefore, the dynamic energy
E ., short-circuit energy E,and leakage energy E,

dissipated in a bus segment during that clock cycle are
obtained by modifying the expressions in Ref.[16] as

follows
Ew(N.NeoCo) = 4 Vi (N (e, +se,+ € +Noleo
D)
_ ]VS 1+ Vip
Ess(Ns’trin) - 51n31n( Vo )trin VddSW"min Isc

(10)

_ 1 Vaa
E]S(B) —B X 7S<Ioffn W"min+10“p mei“) f-_ (11)

clk

where Vy is the power supply. fu. is the clock fre-
quency, Lo ([offp) is the leakage current for nMOS
(pMOS) per unit width, W, (W, ) is the width of
the nMOS (pMOS) transistor in minimized sized re-
peater, I is the per unit width short-circuit current,
and B is the bit width of bus. Therefore,the total en-
ergy dissipation in the whole bus is given by
Ew(NgsN..B,L,ty,C.) = E((N,,N.,C) +

Ess(Ns7trdi> + (lL - 1><Eds(N<9Nc7Cg> +

Eo (N ) + ZAEIS(B> (12)

For the number of self-transitions and coupling-
transitions, we have the following computational prin-
ciple. Both charging and discharging transitions on
the self capacitance are counted as self-transitions for
energy dissipation. For the transitions on the coupling
capacitance, there are three possible cases: charging,
discharging, and toggling. Toggling is defined as the
case where adjacent lines switch simultaneously in the
opposite direction. A toggling case has four times
more energy dissipation than the charging or dischar-
ging case’®' . Thus., if the number of coupling-transi-
tions is 1 for the charging or discharging case,a togg-
ling event is equivalent to 4 coupling-transitions. As-
sume that P, (X;) is the probability of self capaci-
tance i (of line i) with X, self-transitions per bus cy-
cle and P.(X,) is the probability of coupling capaci-
tance i (between lines i and i +1) with X, coupling-
transitions per bus cycle. Then, the expected number

of self-transition N, and coupling-transitions N. per
bus cycle on B-bit bus with both outer bus wires hav-
ing a grounded (shield) wire as a neighbor are, re-
spectively, given by

B
N, = >)P(X, =D (13)
i=1

B-1 4
Ne= >3 "mP(X, = m)+ P(X, =1 +
i=1 m=1

P(X, =1 a4)

Hereafter, we assume that the original uncoded
input data are spatially and temporally independent
and a uniformly distributed random n-bit pattern
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stream. Then, for an uncoded bus (i.e. B™°=n),we
have P,(X;,=1)=0.5,P.(X;=1)=0.5,P. (X, =2)
=P.(X;=3)=0,and P.(X; =4) =0.125 for any
i"'"'. Consequently. the expected number of self-tran-

sitions NY™¢ and coupling-transitions N per bus cy-
cle on an uncoded bus are

JNSUNC = n/2
N9 =

The maximum number of self-transitions IQQJNC

(15

and coupling-transitions NYC in any given cycle are
JIQ]:JNC =n

149 = gn 2

Therefore, the peak energy and average energy

of the uncoded bus with repeaters are, respectively,

(16)

given by
EWC = Eu (NUNC,NUNC BUNC 1y o CUT) (17)
ENC = Eu (NN NUNC BUNC T 1 CE) (18)

3.3 Effects of bus encoding techniques on delay and
transition time

As described in the section 2,the TE and BI(g)
TE bus encoding techniques eliminate opposite transi-
tions on adjacent wires, reducing the maximum cou-
pling factor from p =4 to p =2,thereby,reducing the
worst-case delay of the bus. However, the delay over-
head of encoding circuits has a negative effect on the
bus delay reduction. From Eqs. (1),(2),and (6),the
worst-case delays of the TE and BI(g) TE coded buses
with repeaters are given by equations (B1) and (B2)
shown below,respectively,where C{* is the input ca-
pacitance of the M-Repeater, C{° is the input capaci-
tance of the BI decoder (XOR gate), t:::‘ and t?;‘:p are
the output transition times of TE circuits (Encoder
and M-Repeater, respectively),and Ly, and Ly, are
the lengths of the first and second half of the bus,re-
spectively. The maximum transition times of the both
buses are,respectively, given by
T = 1,(2,max(C,,Coe,Ci))
TP™ = t,(2,max(C,,Cp*, Ci))

(19
(20)

3.4 Effects of bus encoding techniques on energy

For the self-transitions on each line,since the TE
and BI(g)TE bus techniques have the switching char-
acteristics of an uncoded bus and a Bl-coded bus, re-

spectively, results from Ref.[14] can be applied here.
For TE coding:

P(X, =1 =0.5 21
For BI(g)TE coding:
_ — i_ (nt1) i
PXi=D =52 c(n,z) (22)

For the coupling-transitions between adjacent
wires,the TE and BI(g) TE techniques transform a
toggling event into a discharging followed by a char-
ging event (or vice-versa), reducing the number of
coupling-transitions from 4 to 2. Thus, in various
switching scenarios on a coupling capacitance, there
are only three possible values:0,1,and 2 for the num-
ber of coupling-transitions. Similar to the Markov-
based approach employed in Ref.[14 ], by modeling
the TE and BI (1) TE coding processes as Markov
chains,we obtain P.(X; =1) and P.(X,; =2) for TE
and BI(1)TE techniques,respectively,as follows

For TE coding:

PA(X, =1 =0.5
| 25)
P.(X, =2) =0.125
For BI(1)TE coding:
n/2—1
P(X, =D =2>,Cn—1,H2" = 0.5 (24)
h=0
P(X, =2)=2" —2*“*1c<n—1,’?’—1) (25)

Furthermore, B™ = n and B®"™ = n + 1. Conse-
quently, the expected number of self-transitions and
coupling-transition per bus cycle for both coding tech-
niques,are,respectively, given by

NTE _ It
-3

XTTE _ 3(’1_1)
INC 4

(26)

N?l(l)'}'}j = (n+ 1)<% _ 2—<u+1>c(n’%)> (27)

N7BICDTE _ i _ -n _ n _
NECTE () = 1+ S = (n+ 22 C<n 1.5 1)

(28)

Now, we consider the coupling-transitions for
BI(g)TE buses with g=2. Suppose the bus lines are
partitioned into g equal-sized groups, each of which
has m = n/g lines, excluding invert lines. Then, we
have B*®™ = n + g. Using a similar approach to Ref.

[14],we obtain the expected number N? of coupling-
transitions between the invert line of group j and the
first bus line of group j +1 as follows

TE — enc re dff TE TE
d - T\Virc(z’ thl ’ [;::‘ ’ Cmup) + Twirc(29th2 s [:‘::P ’ Cin ) + Dcnc + Dmrcp - Ddff

L " .
- (l__2> [d5<27 lrri’Cg) +tds(2’ lf:.f[ 9Cg> +[ds(2’ [‘r'l:,t;p’cg) +[ds<29 eri’Ci"nlup) +tds(2? [rri’Cidnff) +D<—:F(Eicc - Ddff

(BD

T = (=2 ) 102 10 C) 10 (2155 O+ 12t C) 102 1, CF) +

ds TE BI
tds(27 trri ’Cincc> + Dcodcc + Ddcc - Ddff

(B2)
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TE — ]Q[TE }Q]TE TE p ]Q[TE A]TE TE dff TE
Epeak_Ehus( s 9 c ’B ’thl’t?:c ’C$r61)+Ebus( s c ?B ?thZ’t;:t:p’Cin )+ codec

ut

L

= ([ 2) B (NI N C) 4 Bu (N0 +l£Els(BTE) +

l

A A A A )\ A
EW(NTF NTF . Crer) + By (NTFLNTE L O + EQ(NTE L 15 + EQCNTE, 1m0 + ETE

(TD

A e
BITE — ]Q]BITE ]Q]BITE BITE ]Q]BITE BITE BITE dff é‘BI é‘TE
Epeak - Ebus( s ’ c v B ’ thl ’ t?:; 9 Cﬁ:mp) + Ebus( s 9 Nc ’ B ’ thZ ’ t?::p ’ Cin ) + codec + codec

L

- (—*2>(Eds(1QJ?ITEJQ/?ITE,Cg) + E (NPT,

l

L

tei)) t l—Els(BB‘TE) +

A A X ]AV A . I\ e { . é é:
BITE BITE M BITE BITE dff BITE n BITE mr BI TE
Eds(Ns 9NC 9C;nbp)+Eds( s 9NC ’Cin )+E55(NS 71;0:‘)+E55(N> 9lr0utp)+ codcc+ codec

NP = P(X, = D2~ P(X, =1)

- (Foree(ng)) (e elng)

(29)
Therefore, the expected number of coupling-tran-
sitions per bus cycle on an BI(g)TE bus is
NBWTE = o NBIDTE () 4+ (g — 1) NP (30)
The maximum number of self-transitions and
coupling-transitions for the both coding techniques in
any given cycle are

J/QITE =n
1R = 2y
[RETE = /2
LQ/?I“”)TE =n
From Egs. (12),(31),and (32),the peak energy

dissipation of the TE and BI(g) TE buses with repeat-
ers are given by equations (T1) and (T2) above,re-

3D

(32)

spectively, where ﬁfﬁee is the peak energy dissipation

of the TE codec circuits and é;‘%ec is the peak energy
dissipation of the BI codec circuits. The average ener-
gy dissipation per bus cycle of both buses can be ob-
tained in a similar way, but they are not shown here
due to limited space.

4 Repeater insertion optimization method

As described in Section 3, the worst-case delay.,
maximum transition time, and energy dissipation are
function of repeater size s and segment length [ (or
the number of segments k = L/[). There exits the de-
lay optimal point in the design space of [ and s. How-
ever,this delay-minimal repeater design methodology
is not necessarily an appropriate strategy in practical
circuits. The delay is not sensitive to the size of the re-
peaters near the optimal point. Therefore, significant
power and area are wasted to achieve only a small im-
provement in speed when approaching the optimal
point for minimum delay. So,in many instances, such
as non-critical global buses, a target delay is desired
rather than a minimal delay to reduce energy dissipa-

(T2)
tion. Here, we present a repeater insertion design
methodology for achieving the minimum bus energy
dissipation at each target delay point while satisfying
a maximum slew-rate constraint in the design process
of applying bus encoding techniques for reduced delay
and power.

Here,we investigate the repeaters insertion of an
uncoded bus to illustrate the optimization method. As-
sume that the desired delay is Tdmgcl and the maximum
transition time (slew-rate) constraint is T,.m ,then we set

TN < T, (33)
TN <T, (34)

If Tdmgﬂ is greater than the optimal delay, then
there exist many combinations of [ and s that satisfy
Eq. (33). For each s,an optimal / exists to achieve
the minimum peak energy Eq. (17) or average energy
Eq. (18).If [ is too large, the signal transition time
will be large and the short-circuit energy becomes lar-
ger. There are many combinations of / and s that sat-
isfy Eq. (34). The minimum energy dissipation satisfy-
ing the slew-rate constraint can be achieved with min-
imum-sized repeaters. For minimum-sized repeaters,
the corresponding [/ and bus delay, however, are im-
practically large. In order to produce an effective re-
peater insertion, the delay and slew-rate constraint
should be considered simultancously. We apply a ge-
netic algorithm (GA) and sequential quadratic pro-
gramming (SQP) method based solvers in the Matlab
toolbox to solve the non-linear constrained optimiza-
tion problem with the objective function being
Eq. (17) or (18),and the constrained functions being
Eqgs. (33) and (34). First, we use the genetic algo-
rithm to find a good starting point (I/,s) for the glob-
al solution. Next,since k(= L/I) is usually not an in-
teger,the nearest two integers are used to determine
the minimum energy dissipation while the SQP based
solver is applied to further refine the value of s.

5 Experimental results

The methodology described in Section 4 is em-
ployed to obtain energy versus delay trade-offs under
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Table 1 Wire RC parasitic for different bus pitches Table 3 Overheads of codec circuits and other related design
r/ cs/ ce/ parameters
Bus pitch ) ) )
(Q/mm) (fF/mm) (fF/mm) Overheads Value Parameter Value
1 X min. pitch D% 53ps D gt 120
i prte 303 76.29 91.55 ps o ps
(W/8=0.2pm/0. 2m) D& 67ps t rai 100ps
1. 125X min. pitch DEL 15ps 5 240ps
- o7 pre 303 84.06 72.65 i P - —P
(W/S§=0.2um/0. 25,m) EIE.. 1.93~1.6 6pJ e 240ps
1. 25X min. pitch ElE.. 1. 43~1.55p] crer 16fF
T 303 91.59 59.30
(W/S§5=0. Z;;m/(). 3{),[1’1) é‘?oldcc 0. 79}»)] Cﬂtc 4fF
EBL.. 0.65pJ & 4fF

slew-rate constraints for uncoded and encoded buses
with repeaters. In all simulations, we use industrial
0.13pm CMOS technology. We consider a 16-bit bus
in the metal-6 layer when both outer bus wires have a
shield wire as a neighbor. If all uncoded and encoded
buses are assumed to be routed at minimum pitch,
there is an area penalty for the buses coded with BI
(g)TE (i.e.a 12. 5% increase in routing area for g =
2,and 25% increase in routing area for g =4). For a
fair comparison,the wire width and spacing of the un-
coded and TE-coded buses are re-optimized for mini-
mum energy within the increased routing area. This
re-optimization results in increased spacing since the
coupling capacitance decreases rapidly, reducing both
energy and delay of the bus. The capacitances per unit
length for the different bus pitches used in the design
were extracted using Synopsys’s Raphael and are lis-
ted in Table 1. Device parameters were extracted u-
sing SPICE simulation similar to Refs. [15,16]. The
relevant technology parameters are shown in Table 2.
The minimized-size repeater is defined to have W, =
2L gaon = 0. 26pm and W, =2.4W, . The codec circuits
are sized so as to operate at the “knee” of their re-
spective energy-delay curves. The knee points typical-
ly result in energy that is 10% ~20% higher than the
minimum energy of codec circuits and yield nearly
constant delay over a range of load capacitances.
Hence, for simplicity, we assume that the codec cir-
cuits have fixed configurations, delay, and energy o-
verheads for all delay targets. These values, measured
by SPICE simulation,are shown in Table 3. In this pa-
per,buses of length 9mm are optimized and the maxi-
mum transition time constraint at every point on the
bus is set to 240ps (~3 X the transition time at the
output of an inverter driving a fanout-of-4 load).

Table 2 Device parameters for an industrial 0. 13pm CMOS
technology
Parameter Value Parameter Value
r 7.44kQ i 3.54kQ
Cy 1.35fF Cp 2.59fF
Vin 0.42V Vi -0.36V
an 1.23 ap 1.45
L otin 4.15mA/m T otip 6.97 mA/m
I 50pA/pm Va 1.2V

The peak and average energy versus worst-case
delay trade-off curves for the uncoded and encoded
buses with repeaters are shown in Fig. 6 and Fig. 7.
The left most point of each curve represents the de-
lay-optimized solution and,hence,consumes the high-
est peak (average) energy. Meanwhile, the right most
point of each curve represents the peak (average) en-
ergy-optimized solution due to the slew rate con-
straints. For the routing area constraint of 1.125 X
minimum pitch (Fig. 6(a) and Fig. 7(a)), TE and BI
(2) TE achieve peak energy gains of 59.2% and
74.4% , respectively, and average energy gains of
55.1% and 52.4% over the uncoded bus, respective-
ly,at the minimum achievable delay points of the un-
coded bus.

Furthermore TE and BI(2) TE allow more ag-
gressive delay targets to be met (23.6% and 17. 2%
faster, respectively), while still dissipating less peak
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Fig.6 Peak energy versus delay curves for a routing area con-
straint of 1. 125X (a) and 1. 25X (b) minimum pitch
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Table 4 Gains achieved by TE, BI(2) TE, and BI(4) TE over
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Fig. 7 Average energy versus delay curves for a routing area
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constraint of 1. 125X (a) and 1. 25X (b) minimum

transitions are counteracted by the fact that the TE-
coded bus energy can also be reduced further under
the increased area penalty incurred by BI(g) TE. With
respect to the efficiency of BI(g) TE with various g
values to reduce peak/average energy, BI(2) TE re-
sults in larger gains in peak and average energy than
BI(4)TE at all target delay values (though BI(2) TE
should ideally result in the same peak energy gains
with BI(4) TE and less average energy gains), since.
under the same arca constraint, the bus pitch for BI
(2)TE is more relaxed than BI(4) TE due to fewer
control signals.

energy (38% and 62.1% , respectively) and average
energy (29. 7% and 28. 9% ,respectively) . In many in-
stances,such as non-critical global buses,a target de-
lay is larger than the delay number corresponding to
the minimum peak(average) energy point,and reduc-
ing energy is the primary goal. In such cases, TE and
BI(2) TE can result in 32% and 58. 9% reductions in
peak energy., respectively, and 10. 8% and 9.1% re-
ductions in average energy,respectively. Thus, TE and
BI(2) TE can provide peak (average) energy savings
over the uncoded bus at all target delay values. Similar
analyses were carried out for the routing area con-
straint of 1. 25X minimum pitch (Fig. 6(b) and Fig. 7
(b)) . The relevant data points for all cases have been
tabulated in Table 4. The number of segments and size
of repeaters required to minimize peak energy while
meeting the delay and slew rate constraints for a bus
with 1.125 X minimum pitch are plotted in Fig. 8.
Due to space limitations, we have not shown optimal
repeater configurations for the 1. 25X minimum pitch
and average energy cases.

Table 4 shows that the proposed BI(g)TE tech-
nique yields much better results in peak energy reduc-
tion than the TE technique,but trivial (or even nega-
tive) improvements in average energy reduction. This
is because the energy gains that result from a weak re-
duction in the average number of self- and coupling-
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Fig. 8 Optimal repeater configurations for UNC (a), TEC (b)

and BI(2) TE (c¢) at 1. 125 X minimum pitch
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6 Conclusion

A new spatial and temporal encoding approach
has been proposed for global on-chip buses in DSM
SoC design to allow higher performance than a un-
coded repeater tuning strategy while reducing peak
and average energy. Compared with the temporal en-
coding technique presented in our previous work, the
proposed spatial and temporal encoding approach fur-
ther improves peak energy reduction. In the design
process of applying bus encoding techniques for re-
duced bus delay and energy, we presented a repeater
insertion design methodology for achieving the mini-
mum bus energy with delay and slew-rate constraints,
which can be employed to obtain energy versus. delay
trade-off curves under slew-rate constraints for buses
with repeaters, thereby, providing convenience for
comparisons of the efficiency of the various encoding
techniques.
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