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Abstract : This paper present s an efficient algorithm for reducing RLC power/ ground network complexities by ex2
ploitation of the regularities in the power/ ground networks. The new method first builds the equivalent models for

many series RLC2current chains based on their Norton’s form companion models in the original networks ,and then

the precondition conjugate gradient based iterative method is used to solve the reduced networks ,which are symmet2
ric positive definite. The solutions of the original networks are then back solved f rom those of the reduced networks.

Experimental result s show that the complexities of reduced networks are typically significantly smaller than those of

the original circuit s ,which makes the new algorithm extremely fast . For instance ,power/ ground networks with more

than one million branches can be solved in a few minutes on modern Sun workstations.
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1 　Introduction

Efficient t ransient analysis techniques of P/ G

networks are required to p recisely capt ure the dy2
namic voltage fluct uations on P/ G wires for guid2
ing t he designs of reliable and robust P/ G net2
works. As millions of devices are integrated into a

single chip , t ransient analysis of a power/ ground

network becomes a challenging task due to the in2
creasing sizes of t he networks. Traditional circuit

simulators like SPICE are no longer able to meet

t he formidable tasks of analyzing P/ G circuit s wit h

millions of ext racted RL KC element s in a timely

manner .

Significant research effort s have been carried

out to find efficient simulation approaches for P/ G

grid analysis[1～9 ] in the past . Among t hem , the

multi2grid met hod[8 ] , hierarchical met hod[10 ] , p re2

conditioned conjugate gradient [2 ] ,hierarchical mod2
el order reduction[3 ] , and f requency domain analy2
sis[ 1 ] are t he latest p roposed met hods. Alt hough

significant improvement s have been made to ana2
lyze large P/ G grids by t hose proposed methods ,

t he nat urally regular p hysical st ruct ures of a P/ G

network are not f ully explored to speedup t ransient

analysis of networks.

Tree2mesh st ruct ured P/ G circuit s are ana2
lyzed in Ref . [ 10 ] . The t ree portions of t he P/ G

network are reduced via the model order reduction

met hod PRIMA [16 ] to obtain t he equivalent circuit s

of RL C t ree circuit s. But ,some errors will be int ro2
duced. The met hods in Ref s. [ 4 ,11 ] f ully explore

t he nat urally regular st ruct ures of a P/ G network

to reduce t he P/ G network complexities in an er2
ror2f ree fashion. However ,t hey can only be applied

for DC analysis of resistor2only P/ G networks.

In t his paper , we propose a new approach to
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t he t ransient analysis of large P/ G grids. Our new

met hod is based on t he observation t hat P/ G grids ,

especially t hose used in many cell2based layout

ASIC applications , consist of any series RL C

chains[11～13 ] as shown in Fig. 2. We show t hat a

compact equivalent model can be built for t he RL C

chain circuit in each time step of approximate inte2
gration. With the equivalent chain models ,t he orig2
inal networks can be reduced significantly and effi2
cient t ransient analyses of very large P/ G networks

becomes possible.

Fig. 1 　A P/ G network of standard cell based ASIC lay2
out

As only resistors and constant current sources

are p resent in t he reduced P/ G networks in each

time step , and t he resulting circuit mat rix of the

network is symmetric po sitive definite (the voltage

sources are also modeled by Norton equivalent cir2
cuit s) , a p reconditioned conjugate gradient based

iterative method[ 14 ] can be used to efficiently solve

t he resulting circuit mat rix. Our cont ribution is the

int roduction of an efficient algorit hm for reducing

RL C P/ G network complexities in an error2f ree

manner by exploitation of t he regularities in the

power/ ground networks. Experimental result s

show that at least two orders of magnitude speed up

over SPICE is observed for large P/ G networks.

2 　Construction of equivalent circuit

models

　　The P/ G networks are typically mesh2st ruc2

t ured into VL SI technology and consist of many

cascaded RL C sections ext racted f rom chip lay2
out s ,as shown in Fig. 1 ,for a power network.

Fig. 2 　A series RLC chain in a P/ G network

Here R i , Ci , L i ,denote ,respectively ,t he resist2
ance ,capacitance , and inductance at the P/ G wire

segment i. Capacitance Ci includes bot h t he parasit2
ic capacitances of t he P/ G wire i and t he decou2
pling capacitances. e i is a time2varying current

source t hat capt ures t he dynamic current consump2
tions of the circuit cells. N 1 and N n + 1 are called

cross nodes and t he rest of t he nodes are called in2
termediate nodes. Our goal is to suppress all t he in2
termediate nodes in this series RL C chain circuit

and replace them in each integration time step of

t ransient analysis using an elect rically equivalent

circuit t hat consist s of only t he cross nodes.

211 　Integration approximation in Norton’s form

　　Let h be the time step used at simulation step

k + 1. For t he capacitors and inductors , t rapezoidal

companion models of Norton’s form are used. In

t his way , we will not int roduce any ext ra nodes.

Specifically ,t he current acro ss a capacitor at t he k

+ 1 step is :

Ic, k+1 =
2 C
h

V c, k+1 - (2 C
h

V c, k + Ic, k ) (1)

where V c, k , Ic, k , V c, k + 1 , Ic , k + 1 denote t he branch

voltage and branch current of t he capacitor at step

k and step k + 1 ,respectively ,and C is t he value of

t he capacitor .

Similarly the current t hrough an inductor at

step k + 1 is :

IL , k+1 =
h

2L
V L , k+1 + ( h

2L
V L , k + IL , k ) (2)

where V L , k , IL , k , V L , k + 1 , IL , k + 1 denote t he branch

voltage and branch current of the inductor at step k
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and step k + 1 , respectively , and L is t he value of

t he inductor ,as shown in Fig. 3.

Fig. 3 　RL C chain circuit companion models at

step k + 1

Next ,we merge two floating resistors for each

RL C section ,as shown in Fig. 4 ,using Norton t he2
ory. Thus the circuit in Fig. 3 can be simplified into

t he following circuit shown in Fig. 5 ,which is read2
y for f urt her reduction to be explained in t he next

subsection.

Fig. 4 　Merge two resistors in a RLC section

Fig. 5 　Simplified RLC chain circuit

212 　Transformation from Y model toπmodel

In t his subsection , we show how t he RL C

chain circuit shown in Fig. 5 can be f urt her reduced

by an equivalent circuit consisting of only the cross

nodes. This is done by repeatedly transforming a Y

model circuit to aπmodel circuit ,as shown in Fig. 6.

In Fig. 6 , Ea and Eb are t he current s inflowing

into node a and node b ,respectively ,and t he corre2
sponding arrowheads show t he current directions.

The equivalent current s and resistances are shown

on t he right2hand side of Fig. 6.

Fig. 6 　Y model circuit toπmodel circuit

213 　Construction and back solving algorithms for

the equivalent circuits

　　By repeatedly applying t he Y model toπ mod2
el t ransformation , starting f rom node N 1 until we

reach node N n + 1 ,t he whole chain circuit is in Fig. 5

can be reduced into an equivalent circuit shown in

Fig. 7.

Fig. 7 　Equivalent chain circuit model

The algorit hm for comp uting Requiv
1 , Requiv

n + 1 ,

Requiv
1 , n + 1 , Iequiv

1 , k + 1 , Iequiv
n + 1 , k + 1 ,and Iequiv

1 , n + 1 , k + 1 f rom the circuit

is shown in Fig. 5.

Once the reduced network has been solved ,all

t he intermediate nodes of original circuit s can be

back solved using t he superposition p rinciple. As

shown in Fig. 5 ,for voltage V i , k + 1 at t he node i ,

when the current flowing t hrough t he resistor R 3
i

is obtained , t he voltage V i + 1 , k + 1 at node i + 1 is e2
qual to V i , k + 1 plus t he voltage drop on R 3

i . The cur2
rent flowing t hrough t he resistor R 3

i + 1 can be com2

p uted simply wit h t he KCL law.

3 　Overall algorithm

311 　Algorithms description

After t he reduced network is obtained at each

time step , a p reconditioned conjugate gradient

( PCG) based iterative met hod[14 ] is used for t he so2
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lutions as t he resulting circuit mat rix is symmet ric

positive definite and t he circuit consist s of only re2
sistors and constant current sources. Assume initial

node voltages are known and t he number of RL C

sections in a P/ G network is M . The overall simu2
lation algorit hm is shown as follows.

P G2Solver ()

{

Initiate V i , R 3
i , ri for i ∈[1 , M ] ;

for k = 1 to nstep do

{

　REN EW (ec i , k ,el i , k ) ;

　 For all RL C chains EQVC KT2CON2
STRUCT () ;

　PCG2SOL V ER () ;

　For all RL C chains BAC K 2 SOLV ER () ;

}

}

nstep is t he number of time step s used in the

simulation. REN EW (ec i , k ,el i , k ) comp utes the com2
bined current sources f rom previous simulation re2
sult s. EQVC KT2CONSTRUCT const ruct s t he e2
quivalent circuit s for all t he RL C chains. PCG2
SOL V ER is t he linear solver based on t he PCG al2
gorit hm for t he solutions of the reduced network.

BAC K2SOL V ER back solves the node voltage of

all intermediate nodes.

312 　Time complexity analysis

Suppose t here is a P/ G network wit h N

nodes ,among which N cross is t he number of cross

nodes and N mid is t he intermediate nodes and N =

N cross + N mid . Typically N cross is far less than N in

standard cell based P/ G networks of ASICs. The

comp utation cost of the resulting algorit hm is

Teqvckt ( N) + Tback ( N mid ) + Tpcg ( N cross ) (3)

where Teqvckt ( N ) , Tback ( N ) , and Tpcg ( N ) are the

time cost s for routines EQVC KT2CONSTRUCT ,

BAC K2SOL V ER and PCG2SOL V ER , respectively.

We notice t hat EQVC KT2CONSTRUCT and

BAC K2SOL V ER are of linear complexity. As for

t he PCG2SOL V ER ,it is greater t han linear t heoret2
ically , but it was shown in Ref s. [ 2 , 13 ] that it

p ractically shows linear time or close to linear time

complexity for many practical large P/ G networks

due to sparsity of t hose circuit s. Also ,if N cross is far

less t han N mid ,t he nonlinear time cost has marginal

effect s on t he scalability of t he whole algorit hm. As

a result , t he whole algorit hm , which consist s of

PCG2SOLV ER ( N cross ) , EQVC KT2CONSTRUCT

( N ) and BAC K2SOL V ER ( N mid ) , is of linear or

close to linear time complexity in p ractice. This is

illust rated in Fig. 8.

In Fig. 8 ,we defineβ= N/ N cross ,which reflect s

t he reduction ratio between t he original P/ G grid

and t he reduced P/ G grid and also draws a CPU

time versus number of circuit nodes curves for bot h

t he p ure PCG and new met hod. Four networks

with differentβare solved for each total number of

nodes. The CPU time for t he p ure PCG method (no

node reduction is performed) is t he average time

used for t he four circuit s as t he CPU time of t he

p ure PCG met hod does not change significantly

withβ. It is shown t hat t he CPU time used by t he

new algorit hm grows almost linearly whenβ≥10.

Also ,as more reduction become possible with a lar2
gerβ, t he increase rate of t he CPU time decreases

with the number of nodes.

Fig. 8 　Time complexity comparison

4 　Experimental results

The proposed simulation algorit hm is imple2
mented in C and C + + . All t he experimental result s

are obtained on a SUN Ult raSparc workstation
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with a 750M Hz CPU and 1 Gb memory. The num2
ber of time step s nstep is assigned as 120 for a clock

cycle according to t he requirement of accuracy[8 ] .

We have tested our p rogram on a number of

P/ G networks wit h complexities ranging f rom 2500

nodes to 1 million nodes. The statistics of t hose P/

G circuit s are shown in Table 1.

Table 1 　Statistics on the original and reduced net s

P/ G grids Node seen by PCG
Reduction

ratio/ X

Pure PCG Our met hod

50 ×50 ×10 2551 501 5

100 ×100 ×10 10101 1001 10

200 ×200 ×10 40201 2001 20

400 ×400 ×10 160401 4001 40

600 ×600 ×10 360601 6001 60

800 ×800 ×10 640801 8001 80

1000 ×1000 ×10 1001001 10001 100

First , we compare our met hod wit h t hat of

SPICE in terms of accuracy. Bot h programs are

used to solve a 50 ×50 ×5 ( x ×x ×y P/ G network

has x P/ G st rap s and y P/ G t runks ,each st rap has

x + 1 nodes. ) P/ G network. The result s are shown

in Fig. 9. The two waveforms are essentially same.

The maximum error is just 0100289 %.

Next ,we compare our new simulation met hod

Fig. 9 　Accuracy comparison with SPICE

with the SPICE and the p ure PCG algorit hm. The

effectiveness of equivalent circuit modeling is

shown in Table 1 where the number of nodes after

node reduction and t he reduction ratio for each cir2
cuit are shown in columns 3 and 4. It can be seen

t hat complexities of t he P/ G network can be signif2
icantly reduced. On t he ot her hand ,we notice t hat

t he topologies of P/ G grids do have impact s on t he

performance of t he new algorit hm.

Tables 1 and 2 show t hat t he p ure PCG can

not deal with very large P/ G networks. This is be2
cause PCG will become memory hungry when large

circuit s are loaded. On t he ot her hand ,the new al2
gorit hm is much more memory efficient and power2
f ul t han t he p ure PCG met hod.

Table 2 　Comparison on CPU times

P/ G grid

CPU time/ s Speedup over

SPICE Pure PCG
Our new met hod

Eqvckt2const ruct Back solver Total time
SPICE Pure PCG

50 ×50 ×10 49. 08 4. 48 0. 15 0. 17 0. 98 50. 08 4. 57

100 ×100 ×10 762. 74 28. 47 0. 62 0. 55 3. 26 233. 97 8. 73

200 ×200 ×10 N/ A 143. 88 6. 86 6. 33 24. 97 N/ A 5. 76

400 ×400 ×10 N/ A 1391. 55 34. 87 30. 40 115. 82 N/ A 12. 04

600 ×600 ×10 N/ A 3874. 67 88. 33 66. 91 250. 70 N/ A 15. 46

800 ×800 ×10 N/ A 13102. 46 135. 68 117. 85 435. 26 N/ A 30. 10

1000 ×1000 ×10 N/ A N/ A 211. 13 190. 37 687. 50 N/ A N/ A

　　From Table 2 , it is seen t hat t he new algo2
rit hm is one order of magnit ude faster than the

p ure p reconditioned conjugate gradient met hod and

two orders of magnit ude faster (50X～233X) t han

SPICE. The speedup of t he new algorit hm is com2

parable with t he recently p roposed P/ G simulation

algorit hm in Ref . [3 ] . The capability of t he new al2
gorit hm is also significantly improved compared

with that of t he p ure PCG ,as shown in Table 2.

The maximum level of a P/ G network t hat can be
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solved by the PCG method is 800 ×800 wit h 640k

nodes and it takes 13102146s to solve t he circuit s ,

while t he new algorit hm can easily solve a 1000 ×

1000 P/ G network in 687150s. For t he 800 ×800

circuit ,t he PCG2SOLV ER takes 181173s (which is

t he total time minus t he times of EQVC KT2CON2
STRUCT and BAC K2SOLV ER shown in t he ta2
ble) , which implies that PCG2SOL V ER only con2
t ributes 41175 % of t he time cost of our algorit hm.

As SPICE bails out on very small circuit s ,we ex2
pect more speedup will be seen on large circuit s

given t he super2linear time complexity of SPICE.

5 　Conclusion and f uture work

This paper p roposes an efficient algorit hm for

reducing RL C power/ ground network complexities

by exploitation of t he regularities in t he power/

ground networks. The experimental result s demon2
st rate that t he node reduction technique cont rib2
utes at least one order of magnit ude speedup over

met hods wit hout node reduction and t he resulting

new algorit hm is two orders of magnitude faster

t han SPICE wit h almost no accuracy loss for many

standard cell based P/ G networks. The new algo2
rit hm takes 68715s to solve P/ G networks wit h

more t han 1 million nodes on a 750M Hz Sun work2
station. Also the met hod can be easily extended to

deal wit h t ree2mesh st ruct ured P/ G networks. This

makes our algorit hm a serious contender for at tac2
king real indust ry P/ G networks.
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基于等效电路降阶的电源/ 地线网络快速瞬态模拟 3

蔡懿慈1 　潘 　著1 　Sheldon X D Tan2 　洪先龙1 　傅静静1

(1 清华大学计算机科学与技术系 , 北京　100084)

(2 Depart ment of Elect rical Engineering , University of California , Riverside , CA 　92521 , USA)

摘要 : 提出了一种电源/ 地线网络的快速时域分析方法.本算法在每一模拟时刻 ,首先离散化原始电路并且利用诺

顿定律简化电路 ,继而针对电路中的链式结构的串联支路 ,提出了一种无误差的等效电路的模型降阶算法 ,将原始

电路压缩为仅由交叉节点组成的电路. 然后用预条件共轭梯度法求解被压缩的电路 ,最后恢复求解中间节点的电

压值. 有效地提高了算法的分析效率 ,在不损失精度的情况下 ,比目前工业界普遍采用的 SPICE 软件快两个数量

级.

关键词 : 时域分析 ; P/ G网络 ; 模型降阶 ; RLC 电路
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