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An Efficient Partitioning Method in Quadratic Placement’
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Abstract: A method of combining the MFFC clustering and hMETIS partitioning based quadratic placement algo—
rithm is proposed. Experimental results show that it can gain good results but consume long running time. In order
to cut down the running time, an improved MFFC clustering method (IMFFC) based Q-place algorithm is pro-—

posed. Comparing with the combining clustering and partitioning based method, it is much faster but with a little in—

crease in total wire length.

Key words: partitioning: clustering: Q-place; MFFC:; IMFFC: hMETIS

EEACC: 2570 CCACC: 7410D

CLC number: TN402 Document code: A

1 Introduction

Quadratic placement (Q-place)'" is a classic
and efficient placement method based on quadratic
programming optimization, adopting the quadratic
wire length as the objective function. It first con-
verts the placement problem into a quadratic pro-—
gramming model, and then uses proper means to
solve the model. ) place has been broadly used in
nowadays placement tools for standard cell layout
design. However, as the scale of [Cs increases
rapidly, the Q-place cannot solve such large-scale
layout problems fast enough without any prepro-
cessing. Hierarchical methodology is a good ap-
proach for reducing the size of problem and speed-
ing up the running time. Some clustering or parti-
tioning techniques can be used as a preprocessor in
hierarchical method. There are a lot of clustering
methods, random-walk based clustering'”, greedy

clustering'”’, MFFC clustering'”'; and partitioning
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methods such as the spectrum-based partitioning
method"”, the generalization of the FM-algorithm

) 6
with look-ahead scheme'®

, and some two-way or
multilevel partitioning methods. For the purpose of
reducing the size of problem without lowering the
solution quality, two issues must be taken into ac—
count in consideration of clustering or partitioning
methods. First, the inner nets in clusters or parti-
tions must be as many as possible. Second, the in-
terconnected nets among clusters or partitions
must be as few as possible. As a successful applica—
tion of clustering scheme in Q-place, the greedy
cluster-based Q-place algorithm is proposed in
Ref.[ 3] .1t gains excellent results but still has two
shortcomings. First, the inner nets are not grouped
as many as possible because it ignores the signal
flow and logic dependency of the circuits. Second,
the method is not considered reducing intercon-
nected nets among clusters. In this paper the model
of combining MFFC clustering and hMETIS parti-

tioning method is selected, not only to group cells
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in a cluster with connection as close as possible,
but also to reduce the interconnected nets among
clusters. The MFFC clustering can create little
clusters with high quality, and the hMETIS can
partition the MFFC-clustered circuits with less in—
terconnected nets (cutsize) among the partitions.
The hMETIS is an available partitioning package:
it also can take the standard deviation into ac-
count. However, the hMETIS leads to a long run—
ning time except for the low cutsize. For the effi-
ciency of the model, an improved MFFC clustering
algorithm is developed to achieve a fast running
time with nearly the same total wire length. Exper-
imental results show that the algorithm can cut
down the running time of placement remarkably
especially with large-scale circuits.

The hierarchical placement process used in
this paper can reduce the placement time and im-
prove the placement quality. Particularly in very—
large-scale standard cell placement, it acts as the
main placement means instead of the flatten Q-

place or other flatten ways.

2 Q-place

The quadratic placement is a determinable
method based on quadratic programming optimiza—
tion. Its objective function is the quadratic wire
length. The Q-place begins with modeling the
problem into a quadratic problem. Then it solves
the problem by certain means and obtains the glob-
al placement solution.

In the Q-place used in this paper, the problem
is modeled into a linear constraint quadratic prob-
lem (LQP)'", and it is solved to obtain a placement
solution in each partition level. The partition level
is a state of each level of the partition tree, parti-
tioning a parent region into two son regions in each
partition step. T he number of regions in ith parti-
tion level is 2.

First of all, a circuit is presented as a hyper—
graph G(V,E), V= V,UP, Vi= {vi, vz 1, v},

representing all movable cells in the circuit; P=

{p1, p2, """, pe). representing all fixed cells in the
circuit such as primary outputs and primary in-
puts. The hyperedge set E= {e1, e2, ***, en}, repre—
senting the connection of the circuit. Every edge is
assigned to a weight w (¢). The coordinate of cell :
is (xi,yi).

The objective function of the global placement
is the weighted sum of the squared lengths of the
nets'"'; form in matrix is

Hx,y) = x'Cx+ dix + y'Cy + dy (1)
x and y are the vectors of the cells” coordinates,
and they are just to be solved. The nXn connection
matrix C= (¢ij) for G represents the weight infor-
mation of edges. For each edge er= (vi,v)), ci= ai

= — w(er):the diagonal entry ciis equal to or larg—

n

er than the sum Y ¢;, all other entries of C are
j= T

zeros. The vector d: and d, are generated by the
connection between the cells and pads. In order to
distribute the cells evenly on the chip, distribution

constraints are added:

Yoxi/l S| = w, ;Jr/l S = v (2)

i€3,
S+ is the cell set in the region r; (u-v:) is the center
of the region r: and the | S;| is the number of the
cells in S-.
So, the LQP obtained is
min{®(x,y) = 1/2"Cx+ dix+ 1/2y"Cy+ dy|
A"x = WAy = W) (3)
In mth placement—partition level, matrix A is a 2" X
n matrix. In matrix A= (aij) 2" Xn, the ai equals to
1/] Si| if cell i belongs to region j or ai is zero.
And the number of total none—zero entries is equal
to n.

The Lagrange multipliers method is employed
to solve the LQP'""". The corresponding Lagrange
function is
min{®(x) = 1/2x"Cx + bix - N(A"x - u'™))

(4)
where A is the Lagrange multiplier. Making the
gradient equal to zero, the linear system will be ob-
tained:

{m)
ST (5

x| b. |
A =- pi )
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T o solve this equation, the cells optimal location in
x—direction can be obtained, and the y-direction op—
timal solution can be obtained in the same way.
The LQP is solved repeatedly until reaching the
desired placement-partition level. After accom-
plishing solving the LQP at the desired placement-
partition level, the global optimal placement of the
cells is acquired.

To solve this problem, equation (3) needs to
be solved, and the time complexity of solving the e-
quation would amount to at least O(nlgn). So, to
decrease the scale of the quadratic programming
problem is very important to solve the large-scale
standard cell placement.

3 Combining clustering and parti-

tioning

In order to decrease the problem scale in very
large-scale standard cell placement, the method of
combining the MFFC clustering and hMETIS par-
titioning is introduced to simplify the circuits in
this paper. The Q-place runs on the clustered cir-

cuits to give the global placement of cells.
3.1 MFFC clustering

The MFFC clustering technique is composed
of the MFFC decomposition technique and the M F-
FC splitting technique.

3.1.1 MFFC decomposition technique

The MFFC decomposition technique was first
proposed for combinational circuits in Ref. [ 8], and
was frequently used in later research. For clarity,
to define

(1) Output(v) as the set of nodes which are
the fanouts of node v, that is, the node w in
output(v) must be the terminal of one of the out-
put nets of the node v.

(2) Cv as the subgraph of the logic gates (ex-
cluding primary inputs (PlIs)) consisting of v and
its predecessors such that any path connecting a
node in Cv and v lies entirely in Cv.

(3) FFC+ as the fanout-free cone (FFC) at

node v, it is a cone of v such that for any node w
(not v) in FFCy, output(w) is included by FFC..

(4) MFFC. as the FFC of v such that for any
non-PI node w, if ouput(w) is included by MFFCx,
then w is in MFFC.. The node v is called as the
root of the MFFC..

In general, the gates in a single MFFC. can be
considered closely related because the MFFC clus-
tering technique guarantees it.

The MFFC decomposition technique is to clus—
ter the cells into MFFC sets from the correspond-
ing POs, and POs are the cells with which decom-
positions begin, initially the primary outputs. The
decomposition technique executes as Fig. 1 illus—

Irates.

( Begin )
JL
I N =number of cells I

Part] [

Part T |

Decom posing ‘
<
Update PO list

Partll |

Fig.1 MFFC decomposition flow

At the beginning of the flow, let N be the set
of the cells of the circuit; let PO list be the list of
primary outputs in arbitrary sequence initially. In
the part I, the PO v selected is to be the cell that
decomposition begins with, and is put into the cor-
responding MFFC. first. In the part I, trace cells
from each input net of v, put the cell w traced into
the MFFC. as soon as output(w) is included in the
MFFC..and let N= N-= MFFC..In the part Il the
new trace<from cells are updated into the PO list;
those do not need the conditions of clustering into
current MFFC. For example, a circuit as Fig. 2
shows will be decomposed into A, B, C, D, E five
clusters. The cluster A is decomposed from the set
of only cell V (one initial PO), and it absorbs cells
V1 because of the only output( V1), the cell V,is in

the set. While the cell s cannot be clustered into
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the set because there is one output(s), the cell V2,

not in the set.

Fig. 2

A MFFC decomposition example

3.1.2 MFFC splitting technique

After MFFC decomposition, a MFFC splitting
process will be adopted to split the large MFFC
sets into smaller ones so that the area of the clus—
ters could not be too large.

A splitting tree (ST) is employed to complete
the MFFC splitting process. The nodes in the ST
stand for MFFCs; one node is one MFFC. If node r
is MFFCy, sons of r are those decomposed from one
of the cells in the input(v) (the fanins of v). Let
the root of the ST be the MFFC to be divided, and
keep creating the sons of the nodes in the ST re-
cursively until the area of the MFFC to be split is
proper. For example, the splitting tree as the Fig. 3
shows is to be split as {ul}, {u2}, {u3,ud}, {u7},
{u5, u6, u8).

(M1) M1:ful,u2,u3,ud u5,u6,u7, us);

M2:{u2,u3,ud ,u7};
M3:{u$§,u6,ul);

(M2) (M) Md:{u3,ud};
M5:(u7}
(9 ()

Fig. 3 A splitting tree and its splitting result

The decomposition technique used in con-
structing ST is the same to the decomposition tech—

nique described above. Every time splitting a big

MFFC, a one—cell MFFC will appear.
3.2 hMETIS package

The hMETIS" package is selected to partition
the hypergraph of the clustered—circuits after MF-
FC clustering is employed. HMETIS includes three

phases: coarsening phase, initial partitioning, and

refinement phase. In coarsening phase, vertexes of
the hyper—graph inputted are grouped to construct
a smaller hypergraph. Then in initial partitioning
phase, mainly the Fiduccia-M attheyses (FM) algo-
rithm is employed. At last phase, the hypergraph is
returned to original graph and refined based on FM
algorithm.

The proper partition number is determined by
experiment according to the corresponding cir-
cuits, constrained by proper problem scale for Q-
place. By default the parameter is set to one tenth
of the total cell number.

The hypergraph of the circuit which will be
partitioned by hMETIS is constructed by making
the MFFC clusters be the nodes with weights of
area and making the nets be the hyperedges with
weights of cluster net weights. According to the
weight of the nodes, the evenness of the partition

obtained can be controled.
3.3 Combining the two

[n the large-scale standard cell placement, a
preprocessor should be added before the Q place, in
which the large circuits are clustered or partitioned
into small circuits. So the Q-place works on the
clustered or partitioned circuits. Two ways, cluster—
ing and partitioning, are often used to preprocess
circuits. However, clustering can get high—quality
clusters but is not easy to reduce the interconnect
nets among clusters; and partitioning can reduce in—
terconnect nets but is not good at reducing the in-
ner nets of partitions. So an idea to combine the
two together is advocated. The preprocessor used
in this paper, the combining of MFFC clustering
and hMETIS can reduce the inner connection in
clusters and interconnected nets among partitions
remarkably. From the experimental results in Sec—
tion 3, the good total wire length proves it. So, the
entire hierarchical placement process can be de-
scribed as Fig. 4 illustrates.

The part of clustering executes the MFFC
clustering, collecting the cells with closest connec—

tions. The partitioning part regroups the MFFC
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| Cluster circuit into clusters |

~

I Partition clusters into locks |

b

| Q-place the blocks |
4

Detail-place the cells l
[ gy

( End )

Fig.4 Hierarchical placement process

clusters into partitions. Then the Q-place processes
the clusters to obtain the global cell placement so-

lution.

4 Improved MFFC clustering

Unsatisfied with the running time of combin-
ing method, the improved MFFC clustering is in-
troduced to preprocess circuits. The MFFC cluster—
ing method can create high quality clusters rapidly,
but the number of clusters may be too large to do
the global placement fast. If the MFFC clustering
method can create a proper number of clusters, it
can make the placement of large scale run faster. It
is found that the process of the MFFC decomposi-
tion may be too strict because only when the cell v
meets the condition that output(v) is included in
the current MFFC set, can it be included. In this al-
gorithm, cell v will be included into the MFFC
when the output(v) is mainly included in it, and it
is proved that it can help creating proper clusters
with even area. The IMFFC-based algorithm is
called as merging algorithm.

First, let us see these properties of MFFC
clustering:

(1) The output nets of a cluster must begin
with the root cell of the cluster. T his is obvious be-
cause of the decomposition technique.

(2) The input nets of a cluster must begin
with the cells that are generated as new POs.

The proof in details is omitted here. The con—
nection information of the MFFCs conveniently can
be generated when cells are clustered. A ccording to

the connection information recorded in the sets, a

merging process is appended after the primary M F-
FC clustering. The merging algorithm used is de-
scribed as following.
Algorithm merging
while (MergeControl> 0) {
for each MFFC set
MergingProperSet() ;
end for
MergeControl= MergeControl— control-
Step;
end while
End Algorithm
Process MergingProperSet
for each set connecting with the current
select the set with maximum connec—
tion degree to merge;
update the connection information;
end for
End Process
The MergeControl and controlStep used in the
merging algorithm are experiential parameters. T he
MergeControl is chosen as the average number of
the cells in clusters and the controlStep is chosen
as 1 in our development. They are employed only to
control the merging cycling numbers, i. e. the aver—
age set-size. Because larger the MergeControl is
and less the controlStep is, more the while cycling
number is, so the larger set-size will be obtained.
They are determined in experiments. The connec—
tion degree of the set i and j is counted as
Di = 0Cin/Com (6}
Cin is the interconnection of the two sets; Cou is the
outer connection of the two sets; 0 is the area con-—
trol factor, determined by experience, and taken as
1/8,8 is the total area of the two sets. Merging the
proper set is to select the set with maximum con-
nection degree calculated with Eq. (6), and updat—

ing connection is to delete the merged connections.

S Experimental results

The combining and the improved MFFC clus—

tering method have been implemented on Sun
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workstation V880 in C language. The package of
hMETIS VI1.5. 3 is obtained on WWW at http: //
www. cs. umn. edu/~ metis. Six LEF/DEF bench-
marks obtained from real circuits in industrial
fields were used. All experimental results were ob-
tained after the global placement completes and be-
fore the detail placement begins, and the number of
clusters is the same to what the greedy cluster—

based Q-place algorithm used. Table 1 shows the

characteristics of these benchmarks.

Table 1 Characteristics of the circuits

Case # cell # net
V05614 32112 36452
08421 48168 54741

CPU 48876 49204
U11228 64224 72966
U 14035 80280 91127
L 28070 160560 181932

First of all, let us see the experiment with only
partitioning. Because of the too much CPU time
consumed, only the data of case CPU is presented:
wire length: 5445162, CPU time: 1265s. It is almost
the same short wire length as Table 2 but much
more time is consumed. Also, the flatten Q-place
would consume even more time on those cases.
That is why the model of hierarchical placement
process with combining of clustering and partition—
ing is adopted.

Then, let us see the comparison between our
combining Q-place and the greedy cluster-hased Q-
place'” as Table 2 illustrates. The comparisons can
be presented in three aspects: total wire length,
CPU time (running time), and standard deviation.

(1) Total wire length. The improvement in to-
tal wire length can be seen in Table 2. It can be
seen that the method of combining MFFC cluster—
ing and hMETIS (the column of comb in the table)
can decrease the total wire length for 28% in aver—
age. On the circuit of CPU, it can even decrease the
wire length for 39%.

(2) Running time. From Table 2, It can be
seen that the running time our method used may be

a little long. The running time is mostly taken in

running partitioning (about 1/4).

(3) Standard deviation. Our cluster area is
very even and most clusters have a nearly average
area: while that of greedy cluster-based method
ranges much. For example, with circuits of CPU,
our results range from 10 to 10% in order, while the

greedy method ranges from 10 to 10°.

Table 2 Comparison between the combining and Ref. [ 3]

Total wire length CPU time/s
Case T
comb | greedy - % comb Gree
U 0561 7612377 | 1034440 26 459.7 317.2
U 0842 1290552 | 1642805 21 700 491
CprU 5377955 | 8811934 39 909.5 492.2
U122 1698727 | 2284372 26 926. 8 650. 4
U 1403 2137201 | 2958767 28 1027 738.5
U 2807 4512022 | 6231557 28 1333 999. 4

Table 3 gives the comparison between the
IMFFC and the combining:

(1) Total wire length. Because hMETIS has a
random-number driven procedure in its initial par—
tition phase, it is not stable enough in all cased. In
some cases, such as U08421 and U 14035, IMFFC
can outperform hMETIS. The negative values in
the colomn(+ %) of Table 3 show that the IMFFC
obtains less total wire length than hMETIS in
those cases. The IMFFC can only increase 4% of
wire with
hMETIS.

(2) Running time. The IMFFC can cut down

the running time remarkably. In large circuits, it

length in average in comparison

can even cut down about 50% of the running time
such as U 14035 and U 28070.

(3) Area evenness. The area is also even. but
not as good as the method of combining. For some

circuits, its result is not even such as U08421.

Table 3 Comparison between IMFFC and combining
Case Total wire length CPU time/s
IMFFC comb + % IMFFC comb
Uo0s614 8267863 | 7612377 9 304. 4 459.7
U08421 12508793 | 12905521 -3 514.5 700
CPU 5626875 | 5377955 4 656. 4 909.5
U11228 18621614 16987275 9 371.3 926. 8
U 14035 20975662 21372019 -2 527.1 1027
U28070 48429853 45120227 7 567. 1 1333
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6 Conclusion

The method of combining clustering and parti—
tioning can improve the quality of placement re-
markably, and the improved MFFC clustering
method (IMFFC) based Q-place algorithm can
gain excellent results with less running time in
comparison with the combining method. In future,
congestion and other kinds of placement for exam-
ple mixed-mode placement with big macros will be

taken into account.
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