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A Gridless Router Based on Hierarchical PB
Corner Stitching Structure’

Zhang Yigian, Cai Yici, Hong Xianlong, Zhang Yan and Xie Min
( Department of Computer Science and Technology. Tsinghua University, Bejjing 100084, China)
Abstract: A multidayer gridless area router is reported. Based on corner stitching. this router adopts tile expansion
to explore path for each net. A heuristic method that penalizes nodes deviating from the destination is devised to ac—
celerate the algorithm. Besides. an enhanced interval tree is used to manage the intermediate data structure. In order
to improve the completion rate of routing, a new gridless rip-up and rerouting algorithm is proposed. The experi-

mental results indicate that the completion rate is improved after the rip-up and reroute process and the speed of

this algorithm is satisfactory.
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1 Introduction

With the development of semiconductor tech—
nology, designers” demands for area routers im-
prove a lot. The top 10 problems in physical de—
sign, which were put forward by SRC in 1999, in-
clude RLC routing. SRC mentioned that multiday—
er general area routing is also among the important
physical design problems.

The problem of area routing can be classified
in terms of the representation of the area and
whether there exist constraints of the position of

route. Grid based routers'"”

use grid graphs to
symbolize the routing area and the positions of
paths are confined to the grids. Gridless routing di-
rectly considers the geometrical patterns, and has
no additional constraints for the paths except for

connectivity and design rules. Gridless routing now
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attracts more concerns for the advantages: it re-
duces the memory requirements by using line based
or tile based data structures, thus could handle a
larger size of work;it enjoys more flexibility in ac-
commodating complicated design rules; and it could
reach a higher completion rate. Hence, our target is
a general gridless area router with high completion
rate and super performance.

In this paper, we first propose a new area
routing oriented hierarchical structure, which com-
bines the bin-based structure and corner stitching
structure. Also, we renew some operations for area
routing. Based on this data structure, a multiHayer
gridless area router is given. And a new gridless
rip-up and reroute algorithm is proposed. Our
router combines an efficient data structure with a
suitable routing algorithm, and the experimental
results indicate that the completion rate is im-

proved after the rip-up and reroute process and the
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speed of this algorithm is satisfactory.

2 Hierarchical PB corner stitching
structure

There are some existing data structures, in—
cluding a linked list, a bin-based structure, K-D
tree, and quad tree. These structures have common
drawbacks. They provide no assistance in locating
emply space for routing since only the occupied
spaces are represented explicitly. T he corner stitch-
ing"”! and trapezoidal corner stitching'” arise from a
consideration of this drawback. And the corner
stitching is probably the most suitable layout
database for a gridless area router. However, we
have not found any published area router that use
trapezoidal corner stitching as layout database.

The layout data structure is designed accord-—
ing to the demands of the routing algorithm. First-
ly, the speed of point searching should be im-
proved. Point search is pivotal to the efficiency of
the structure since it would be called during several
frequently used operations, such as area searching
and insertion. Unfortunately, point searching is
O(N'"?) for corner stitching, while for 4-D tree and
quad tree, point searching is only O(lgN ). Next,
the data structure can handle figures with 45°
edges. Finally, the structure should represent mul-
tidayers.

To remedy this, we combine corner stitching
with the bin-based structure and come out with a
new hierarchical PB corner stitching structure( hi-
erarchical corner stitching with partial bin) that
contains both global position information and local
neighboring information of tiles. The new structure
has merits of both structures, fast point searching
and high efficiency of neighboring operations. The
structure consists of two layers, the corner stitch-
ing layer and bin layer, as shown in Fig. 1.

In corner stitching, every tile points to its
neighboring tiles, which means that the structure
keeps plenty of inter-tile information, or local

neighboring information. But those structures with
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Fig. 1~ (a) Configuration of hierarchical PB corner
stitching: (b) Operation of hierarchical PB corner stitch—
ing

high-speed point searching, such as quad tree, 4D
tree, and bin-based structure, all contain each tile’s
global position information, which indicates the re-
lationship between individual tile and the whole
area. For example, which quadrant does a tile be-
long to, what is the tile’s relative position to the
median tile, or which bin does the tile cover. It is
just because of lacking such global position infor-
mation that point searching is inefficient for tradi-
tional corner stitching.

The size and shape of the bin layer are the
same with the corner stitching layer. All tiles in the
corner stitching layer are projected to the bin lay-
er, as shown in Fig. I(a). An imaginary square grid
divides the area into m Xn bins, which are managed
by a two-dimensional array. The bins are indexed
by its position at x and y directions, such as
Bin( 1, 3) or Bin(5,2). But if we add the bin-based
structure directly onto the corner stitching layer,
which means that all of the tiles intersecting a par-
ticular bin are linked together and stored in that
bin, then too much data redundancy would occur.

So we simplify the bin layer by cutting out the su-
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perfluous, and get the new hierarchical PB corner
stitching structure ( hierarchical corner stitching
with partial bin), as shown in Fig. 1(a). A tile is
only kept in the bin where a low left corner of the
tile’s projection locates.

The structure at the corner stitching layer is a
routing-oriented corner stitching. Our router di-
vides a multidayer into 2-ayer or 3Hayer routing.

We use different planes to store the different rout-

ing layers. For horizontal ( H) and vertical (V)
planes, the definitions of the structure have some
slight differences. In hierarchical PB corner stitch-
ing, bin layer keeps the global position information
of some tiles, which greatly improves the speed of
obtaining tiles from coordinates, namely point
searching. The experimental results are shown in
Table 1. We recommend a more detailed survey by

Ref.[ 7] to the interested reader.

Table 1  Comparison of speeds

Operation [ Linked list l Bin | Quad tree | 4D tree | Corner stitching [PB corner stitching
Point searching O(N) O(N/r) O(lgN+ T) O(1gN) O(N"?) O(N'2/¥)
Neighbor searching O(N) O(N/r) O(lgN+T) O(1gN) 1 1
Area searching O(N) — O(T+ n) O n) O(n) 0 n)
Insertion 1 O(N /1) Of1gN) O(lgN) O(N"Y?% O(N'3/¥)
Deletion O(N) O(N/r%) O(lgh + T) O(lgN) 0N O(N"3/r)

. . 2. . . - . . . .
N is the number of tiles, r= is the number of bins, T is the number of solid figures threshold per quadrant, and n is the number of tiles in the

ared.

3 Gridless area router

3.1 Tile expansion algorithm'"

Figure 2 illustrates an example of H-V tile ex-
pansion used in routing a two-terminal net(from S
to T).First, a starting space tile(H4 in this exam-
ple) from the left side of terminal S and the H-V
tile expansion beginning, S is completed when one
of the tiles, H7 or V6, is reached. In this H4 expan-
sion, only one V-space tile, V1, is generated.
Hence, the V expansion starts from space tile V1.
There are five H-space tiles(i.e., H1, H2, H3, H4,
and H5) generated in this V1 expansion. Note that
H-space tile H4 has been expanded in the previous
expansion level and that tile H2 belongs to the by-
pass tile where no tile expansion is allowed. The H-
space tile H3 is chosen as the next H expansion be-
cause its estimated cost is the lowest. Also the V-
space tile V3 is the next new V expansion tile since
other tiles(V1 and V7) belong to the negligible
tiles in the H3 expansion. Finally, when the tile H7
is reached in the V3 expansion, the H-V tile expan-

sion can be terminated. As the H-V tile expansion
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Fig. 2

(a) Tile expansion; (b) Expanding tree

proceeds, an expanding tree is constructed, as

shown in Fig. 2(b), where the heavy solid lines de-
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note the connection path of the net. Once the ex-
panding tree is constructed, all wire segments are
routed along the connection path backward from
the tile V6 to the starting space tile H4 with an or—
dering of (V6, H7, V3, H3, V1, H4). The connec-
tion path thus obtained is the shortest one between

terminals S and T, as shown in Fig. 2(b).
3.2 Destination-oriented heuristic cost function

The cost of tile expansion includes two parts:

costi= Ta(source, current) X ManDist( source,
current)

cost2 = law ( current, destination) X ManDist
(current, destination)
where I is the penalty concerning the direction of
tile expansion, /a2 is the penalty concerning the
tile’s relative position to the destination. In our al-
gorithm, some heuristic information is added so
that the destination-oriented tiles can be expanded
firstly. For the tiles that are expanded towards the
destination, the values of Ia are small. On the con-
trary, the values of [a are large for the tiles that
are deviating from the destination. So the speed of
our algorithm is improved. An example shown in
Fig. 3, four tiles, A, B, C, and D, are all obtained by

multidayer expansion. Since tile C and tile D are

i Destirnation
A &)
=
H
B
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Fig.3

Caleulating of tile expansion cost

expanded towards the destination while tile A and
tile B are expanded away from the destination, the
costs for C and D are lower than the costs for A

and B. Thus, C and D are expanded firstly.
3.3 Rip-up and reroute process

The algorithm flow is shown in Fig. 4. Firstly,

some necessary pretreatment in detail is done for
each net. Then the nets that will be routed are de-
termined. After that, the algorithm adopts tile ex-
pansion to explore path for each net. Our algorithm
considers restraints of routing resources when ex-
ploring path for each net, thereby some unneces-
sary explorations and comparisons are eliminated.
Finally, rip-up and reroute is done, and in order to
indicate the circumstance in the routing area, the
congestion variables are updated dynamically ac-
cording to the procedure of rip-up and reroute. To
avoid the endless of rip-up and reroute process, a
threshold is adopted. And the tiles that exceed the

threshold are rejected in tile expansion algorithm.

Pretreatment for each net

»

Determining the nets that
will be router

v

Exploring path for each net

A

Traceback of rip—up

|

Updating congestion vaniables

The end

Fig.4 Algorithm flow

Rip-up and reroute also determine the path for
each net by tile expansion while tiles can be ex-
panded in the same layer and same direction addi-
tionally. T his kind of expansion goes on until meet-

ing obstacles. And the expanding tiles and the rout-

ed nets overlap each other. The multi-Hayer expan-
sion can not produce the paths obtained in the ex-
pansion of the same layer and same direction, so

the space of solution is enlarged greatly compared
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with initial routing.

The key of rip-up and reroute is to choose the
nets that are needed to be rip-up. The purpose is
not only to route the current net successfully, but
also to route the nets that have been rip-up easily.
So the net should be routed to avoid going through
the congest area in the process of rip-up and
reroute. Since the path obtained by tile expansion
algorithm keeps plenty of local neighboring infor-
mation, we can use the information to direct the
choice of the nets that is rip-up. So, a new gridless
rip-up and rerouting algorithm is presented in this
paper. The algorithm considers the congestion of
the routing area while exploring path for each net,
and combines the choice of the nets that are rip-up
with the path exploration. In our algorithm, some
variables are used to express the congestion around
the nets explicitly. Accordingly, the cost of conges—
tion is added to the expansion cost of each tile in

tile expansion algorithm.

E congest(Net 1)

TE05et

costa = —

OSet= {i| Net:, overlaps the path from source
to current node}

where Neti is the net that overlaps the current
path. Congest is calculated based on two factors.
One is the congestion variable of the area that the
nets belong to. The other is the overlapping area.

The heuristic method of calculating congest
cost is shown in Fig. 5. Two candidate nets( A and
B) are found from the current tile. But the nets
that are around net B are sparse than the nets that
are around net A. So the congest cost of net B is

lower than that of net A.

1 Congest a
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Fig. 5 Calculating of the congest cost

Therefore, the exploring process of rip-up and
reroute lies on not only the path length, but also
the congestion of the area that the nets that will be
rip-up belong to. Finally, we get a path that is a
tradeoff between path length and congestion. T he
tiles with high congestion costs also have high ex-
pansion costs. Our tile expansion algorithm chooses
the tile which has the lowest expansion cost to ex—
pand. Thus the exploring process considers the
nets that are not in the congest area firstly. Simi-
larly, the congestion variables are also used to
guide routing in the procedure of trace.

In order to indicate the circumstance in the
routing area, the congestion variables are updated
dynamically according to the procedure of rip-up
and reroute. When some nets are rip-up, the values
of the congestion variables in relative areas in-
crease in proportion.

congest(Net:) nw= congest(Net:) o+ delta

Additionally, this method can influence the
tiles” congestion weights in the later expansions for
other nets, in case of that the nets that are just

routed are chosen to rip-up.
3.4 Enhanced interval tree

Each node in the process of exploring repre-
sents for an available rectangular routing area. It is
possible that different paths arrive at the same
area. In order to enlarge the exploring area, our al-
gorithm combines neighboring tiles and introduces
the expansion in the same layer and same direc—
tion, but in this case, some tiles overlap each other.
If two tiles have same directions, the algorithm on-
ly holds the tile that has a smaller expansion cost
in order to reduce redundant exploration. Four
comparisons are needed to judge the relationship of
two tiles, and each new tile should be compared
with the tiles in Openlist one by one, so the time
complexity is O(n), n represents the number of
tiles in the Openlist. When n is getting larger, more
time is needed in the judgement. So an efficient da-
ta structure is needed to organize these tiles so that

some needless judgements are eliminated.
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In this paper, an enhanced interval tree is
adopted to manage tiles hierarchically. This data
structure holds the hierarchical organization so
that the needless judgements can be eliminated. At
the same time, directions are partitioned uniform-
ly, so some repeat operations and excess mainte—
nance are also eliminated. And many long and nar-
row tiles are produced in the process of tile expan—
sion because of the existence of original obstacles
and the routed nets. So in an interval, the area oc-
cupied by each tile is quite different from the area
that the tree node indicates during the process of
routing. T o reduce redundant comparisons further,
our algorithm improves the original interval tree,
and records the very left boundaries and the very
right boundaries of the set of tiles. As shown in

Fig. 6, according to the information about the left
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Linked list in tree node

and the right boundaries, area 1 and area 3 do not
need to be compared with the four tiles in the tree
node, but area 2 needs to be compared with the
four tiles one by one. Compared with the interval
tree, adding the information about boundaries for
each node leads to the additional O(t) time com-
plexity, ¢ represents the number of tiles in one
node. Experimental results show that comparison
times are reduced by 50% after adopting the en-

hanced interval tree.

4 Experimental results

Our routing system is implemented in C lan-
guage on SUN Enterprise E450. T he test circuits,
C2, C5 and C7 are provided by MCNC, and the

is adopted to do the initial

routing algorithm'"
routing before rip-up and reroute. The results are
shown in Table 2. For the same example, the grids
for global routing can be partitioned differently,
and different partitions can lead to different initial
completion rate and total wire length. In Table 2,

Cc2

rectly without global routing. It is obvious that the

chip is the result of doing detailed routing di-

running time increases greatly, but the total wire
length is reduced by 15% compared with the result
of doing detailed routing after global routing. Fig—
ure 7 shows one of the results in Table 2. Experi-
mental results show that our algorithm can im-

prove the completion rate greatly.

Table 2 Experimental results

Bench mark Number of areas Number of nets Running time/s Completion rate Completion rate Total wire length
before rip-up/% after rip-up/% /um

c2 9x11 745 197 92.8 99.9 5.424%10°
c2_9 3IX3 745 245 97.3 99.9 5. 166X 10°
Cc5 16X 18 1764 400 §9.1 100 1.380x 10°
C5_30 5X6 1764 443 96. 8 100 1.307x10°
c7 16X 18 2356 609 89.7 99.9 2,152 10°
C7_30 16X 18 2356 679 94.2 99.9 2.039x10°
C2 _ chip 1X1 745 618 91.9 100 4,629%10°
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Fig. 7 Experimental result for C7

5 Conclusions

In this paper. we present a multidayer gridless
router based on hierarchical PB corner stitching
structure. Experimental results indicate that the
completion rate is improved after the rip-up and

reroute process, and the speed of this algorithm is

satisfactory.
— BT
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