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Abstract: We present a staggered buffer connection method that provides flexibility for buffer insertion while designing

global signal networks using the tile-based FPGA design methodology. An exhaustive algorithm is used to analyze the

trade-off between area and speed of the global signal networks for this staggered buffer insertion scheme,and the criterion

for determining the design parameters is presented. The comparative analytic result shows that the methods in this paper

are proven to be more efficient for FPGAs with a large array size.
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1 Introduction

While implementing digital circuits into an FP-
GA,there are always signals with high fan-out, such
as chip input clock and set/reset signals driving many
logic gates and flip-flops. These signals tend to spread
over the entire chip and are called global signals. In
an FPGA, the dedicated routing circuit used for dis-
tributing global signals is called the global signal net-
work (GSN).

The tile-based FPGA design methodology''’ can
significantly reduce the manpower required to design
an FPGA. When designing a GSN in a tile-based FP-
GA., however, the optimization is very complicated.
The challenges come from the chip-wise symmetry re-
quired by the tile-based methodology.

In this paper, methods are presented to optimize
the GSN circuit under the constraints of the tile-based
methodology:

A novel staggered buffer connection method is
introduced in detail. This method allows the insertion
of a buffer shared by an arbitrary number of GSN
tiles. An exhaustive algorithm is adopted to optimize
the GSN circuit. Compared with the traditonal delay
optimization algorithms in Refs. [2, 3], this exhaus-
tive algorithm computes both the delay and area val-
ues of the GSN circuit for each possible set of design
parameters. Using this algorithm,quantitative analysis
of the trade-offs between area and speed of the GSN
circuit is performed,and the criterion for determining
optimized GSN design parameters is presented. Simu-
lation results show that the GSN circuit with such op-
timized parameters trades an insignificant delay in-

1 Corresponding author. Email: nimi(@semi. ac. cn

Received 25 February 2008, revised manuscript received 18 May 2008

Article ID: 0253-4177(2008)09-1764-06

crease for a remarkable saving in area.

2 Background of GSN design

2.1 FPGA floorplan

The structure of an island-style FPGA is discussed
in Ref.[4]. Taking advantage of the regularity of the
FPGA array structure, the tile-based methodology'" is
widely used in FPGA design. In Ref. [ 5], techniques
for constructing a tile are introduced. In the tile-based
methodology,an FPGA tile consists of the logic block
(LB) circuit and its associated generic routing pat-
tern. This tile is replicated in both the horizontal and
vertical directions to form a tile array surrounded by
IO blocks. Based on the tile-based methodology,a FP-
GA floorplan improving on that presented in Ref.[4]
is adopted in this paper. Figure 1 demonstrates the
floorplan for a 4 X4 FPGA :the cross-shaped rectiline-
ar area composed of horizontal and vertical rectangles
divides the entire layout into 4 identical 2 X 2 tile ar-
rays. This area contains the programming circuit,
which reads in configuration data from external pro-
gramming hardware and configures the configuration
cells in the FPGA. This floorplan can be extended to a
large array by increasing the number of tiles in both
the horizontal and vertical directions.

2.2 Spine-and-ribs network

The structures of the GSNs, taken either from
FPGAs®™  or
search'®*,are all derived from the spine-and-ribs to-

modern commercial academic re-

pology'® . One key reason that this topology is well ac-
cepted is that it can be ecasily integrated into the tile-
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10 block Spine network _ . Table 1 Global signal network parameters
Rib network
Parameter Parameter description
Souf Size of the buffers inserted into rib networks
W Height of the rectangular area reserved in the metal
layer for routing rib networks (unit:pm)
; We Spacing between 2 parallel metal wires of rib networks
Programming circuit spacine (unit: pm)
2 . LB M e Number of tiles that a rib network spans
L e Length of an FPGA tile (unit:pm)
— N Number of global signal networks
Tile D Density of rib buffers inserted,i.e. ,number of tiles

Fig. 1 Improved floorplan for a 4 X4 tile array

based FPGA. In Fig. 1, the network indicated by the
dotted lines illustrates the spine-and-ribs structure.
The spine-and-ribs GSN consists of a spine network
and several rib sub-networks. A global signal is dis-
tributed to each row using the spine network and is
connected to the LBs in each row using the rib sub-
networks.

Figure 1 also shows how the GSN is partitioned
for the convenience of design and abutment. The
spine network is folded into the programming circuit
layout. The programming circuit and the spine net-
work are both designed and implemented by commer-
cial synthesis and place-and-route tools. It is outside
the scope of this paper to discuss these circuits. The
rib network is separated into small fragments that are
incorporated into the FPGA tiles and can be later put
together to reconstruct the rib network while abutting
the FPGA tiles.

2.3 Inserting buffers into GSN

To minimize the delay of a GSN, buffers need to
be inserted. In order to maintain the chip-wise sym-
metry, the following constraint is imposed on buffer
insertion:

Given that all buffers are inserted equidistantly
(Reference [3] has proven that it leads to the mini-
mal delay),the length of an FPGA tile should be an
integral multiple of the distance between two buffers.

To meet this constraint, Reference [8] proposes
the insertion scheme of one buffer per tile. In Ref.
[1],no buffer is inserted into GSN. To the best of our
knowledge,there is no academic work discussing the
optimization of a GSN circuit design for tile-based
FPGAs.

3  GSNs design optimization

A summary of the parameters describing the cir-
cuit of GSNs is shown in Table 1. In this section, the
methods for optimizing the design parameters of the

residing between two connected rib buffers

GSN are introduced.
3.1 A novel staggered connection

Even though the scheme in Ref.[8] has a maxi-
mum D, value of 0, which inserts the least buffers
under the constraint described in section 2. 3,the sim-
ulation result shows that there are still more buffers
than needed. Besides area waste,the buffers’ intrinsic
delay will cause a performance loss. In order to reduce
the number of buffers inserted,in this section,a novel
staggered connection method is introduced. This
method can extend the distance between two connect-
ed buffers to an integral multiple of the FPGA tile
length.

In most cases, there is more than one GSN in an
FPGA chip. The staggered connection method is pres-
ented for the design of multiple GSNs in a tile-based
FPGA. Figure 2 illustrates the staggered connection of
buffers where N =4 and D, = 1. Figure 2 (a) shows
an FPGA tile in which the identical fragment from a
rib network is inserted. For clarity,only the GSN part
is shown. Figure 2 (b) is the rib network constructed
by replicating the tile in Fig. 2 (a).

For any given values of N and D, ,the staggered

connection inserts [L} rib buffers into each
Dhuf+1

Fig.2 Staggered connection
(b) Rib network

(a) Fragment of rib network;
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Fig.3 Structure connecting GSN to LB

tile, where [ x] is the largest integer not greater than
x.A metal wire, connecting to the buffer output of
one tile, overpasses the adjacent D, tiles and con-
nects to the input of the buffer in the next tile. Metal
wires from all N rib networks connect the buffers in
the same way, except that the connected buffers are
staggered from wire to wire to maintain the symmetry
required by tile-based methodology.

Compared with the staggered connection tech-
nique.the traditional scheme'™’ that inserts one buffer
per tile has the following disadvantages: it fixes D
to 0,and any attempt to insert sparser buffers will vi-
olate the uniform structure of the tiles.

While the new scheme presented in this section
provides sparser buffer insertion and thereby the pos-
sibility for better performance.,it also leads to poten-

N . .
—— 1S not an 1nte er,there
Doy +1 &

will be one or more unused buffers in the tiles. When

tial area waste. When

computing the consumed area,the wasted area should
also be taken into account. So the average area for
one rib network should be calculated as follows:

N
m}x M./ N

where A, w is the area of one rib buffer.

Area = Aribibuf X [ (D

3.2 Determining the GSNs’ parameters

In this section, we will first introduce the circuit
clements for constructing the RC-tree of the rib net-
work and then the methods for analyzing and deter-
mining the GSNs’ design parameters.

3.2.1 Calculating delay of rib networks

Figure 3 illustrates a section of the rib network
connecting the GSN to LB for Dy, =
consists of two rib buffers and a metal wire connect-
ing two adjacent rib buffers. Each buffer of the buffer
chain is loaded by the capacitance from the wire and
the gates driven. The length of the wire connecting
the rib buffers is determined by tile length and Dy ;

1. This section

the width of the wire is denoted as W ;. and calculat-
ed as follows:

Waie = Wiea/N = W ucing (2
The equivalent capacitance and resistance of the wire

Constant delay

Resistor

Capacitor I

Fig.4 Equivalent circuit of buffer

can then be computed using the distributed RC model
depicted in Ref.[10]. As shown in Fig. 4, the model
of buffers in this paper is composed of resistors, ca-
pacitors, and constant-delay elements (see Ref. [1]
for details). The values of the equivalent resistance.
capacitance,and buffer intrinsic delay for each possi-
ble buffer size are manually calculated in advance by
circuit simulations using HSPICE. The buffer model
together with the wire capacitance and resistance are
used to build an equivalent RC-tree for the rib net-
work. It then computes the Elmore delay of the rib
network.

3.2.2 Determining optimal rib buffer size and density

From the previous discussion, we find that, in
tile-based methodology, buffers can only be inserted
at discrete points. The limited flexibility of the buffer
locations reduces the complexity of the optimization
process and makes it feasible to search the entire pa-
rameter space for an optimized solution. In this sec-
tion, this method of exhaustion is adopted to analyze
the GSN circuit for each possible design parameter.

Using this method, we have computed the delay
values of a rib network spanning 10 tiles for all possi-
ble Dy, and Sy, (using a 0. 5um SOI technology, the
relevant parameters are listed in Table 3) ,and plotted
the results in Fig. 5(a). The tag number on each curve
is the value of D, for which the curve is computed.
Each curve has a point of minimal delay. These points
are connected in the ascending order of D, and
shown as a dotted line. The minimal delay of 3. 127ns
14 and D, =4.
Given that we can always trade area for speed,

can be casily identified as Sy =

and vice versa, it makes sense to combine these two
factors into one curve to see where the best trade-off
occurs. In Fig. 5(a),the minimal delay point of each
curve divides the curve into two segments. Within the
first segment (left of the minimal delay point), in-
creasing Sy, leads to a delay reduction. We denote the
maximum and minimum values of Delay and Area of
the first segment as D ux s Diin s A max » A min s T€SpPeCtive-
ly. In this segment,the average delay reduction gained

by increasing area is Dux = Diin
Amlx - Amln

calculate the cost values for a

So,we use Eq. (3) to

rib network::
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Fig.5 CQuantitative analysis results (a) Delay of rib network
versus rib buffer size; (b) Delay and area obtained at minimum

cost points; (¢c) Cost versus rib buffer size

D.ox — D
max min
Amax - Amin Area

Cost = a X Delay + (1 — o) X
(3)

where Area is the silicon area of one rib network cal-
culated using Eq. (1), Delay is the delay of the rib
network.« is a parameter that controls the weights of
Delay and Area in the trade-off. The cost value is used

as the metric for the suitability of the size and density

Table 2 Best trade-off points at various values of N

Min. cost Min. delay
(best trade-off points) (3.127ns) Delay Area
N Area Delay Areca increasing | saving
Dyut | Sour S, , S,
/pm /ns /pm
1 4 10 6688 3.195 8208 2.17% | 18.5%
2 4 10 3344 | 3.195 4101 2.17% 18.5%
3 4 10 2229 3.195 2736 2.17% | 18.5%
4 4 10 1672 3.195 2052 2.17% | 18.5%
5 4 10 1337 3.195 1641 2.17% | 18.5%
6 5 11 1178 3.204 2736 2.46% | 56.9%
7 6 14 1172 3.285 2345 5.05% | 50.0%
8 4 10 1672 3.195 2052 2.17% | 18.5%

of rib buffers.

Finding a good choice of « is very important. We
analyzed how the values of Delay and Area are af-
fected by « at all the minimal cost points. Figure 5 (b)
shows such effect for the rib network with D, = 4
and N = 4. The figure indicates that an « value from
0.3 to 0.5 is acceptable. For different rib network
structures, the results are approximately the same.

The (Syus Duy) set of values with the minimal
cost is regarded as the optimal buffer
scheme for the rib networks. Like in Fig. 5 (a), we
plotted the cost value for N =4 in Fig.5 (¢) (a is
0.5). The best trade-off point for the given N can
then be identified from the plot as Sy, = 10 and Dy
=4.For various values of N,the best trade-off points

insertion

are listed in Table 2. The area and delay of each of
these points are compared with those from the corre-
sponding minimum delay points. The results show that
an average delay increase of 2.56% is traded for a
26.38% savings in area when « is 0. 5. Table 2 shows
that when N equals 6 or 7, the area saved is much
higher. This result comes from the fact that at the
minimum delay point, Dy, is 4 and two buffers are in-
serted into each tile, while at the best trade-off point
only one is inserted by changing the D,, value. The
criteria demonstrate its ability to automatically select
a suitable D, value to avoid significant area waste in-
herent in the staggered buffer connection technique.
Although the optimization process in this section
assumes a particular FPGA architecture and a 0. 5um
SOI technology, the entire process can be used for
other FPGA architectures and manufacturing technol-
ogies. As such, the entire process is automated by a
software tool. This tool reads in an architecture speci-
fication file describing all needed parameters for
GSNs optimization,and outputs the netlist and layout
of the rib network fragments.
3.2.3 Time complexity of the exhaustive algorithm
Recall that the RC-tree representing a rib net-
work is constructed by connecting the sub-circuits in
each FPGA tile. Let p denote the average number of
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Table 3 Key parameters of GSNs

Parameter Value Parameter Value
W metal 18pm W spacing 3pm
L e 1900pm a 0.5
Range of buffer size From 1 to 30 N 4

the electrical nodes in a rib network sub-circuit, the
number of nodes in a RC-tree can be computed as
PM .. For the time complexity, we only consider the
operation of visiting RC-tree nodes because the time-
consuming multiplication is performed then. Calculat-
ing RC-tree delay requires traversing the RC-tree
twice and can be obtained with 2pM . complexity. An
exhaustive search process performs the operation of
delay calculation for every possible Dy, and Sy, val-
ue. Consequently, the overall time complexity is
2(Dvut.max — Doutomin T 1) CSputimax = Stutomin T 1) leilc- In
this paper, Sy is between 8x to 30x and D, is from 0
to M. — 1.So an exhaustive search process can be fin-
ished by visiting RC-tree nodes 46 pM ;.” times and has
a computing complexity of O(M.>).

4 Experimental and simulation results

In this paper, the targeted manufacturing tech-
nology is 0. 5um SOI technology. Some key parame-
ters needed for describing GSNs are listed in Table 3.

The optimal design of GSNs is created using the
process described in section 4. The delay value ob-
tained is compared with those obtained using the
buffer insertion schemes in Refs.[1,8],which are al-
so used for GSN design under the tile-based con-
straints. The results are plotted in Fig. 6. Within a
small chip size (M. <<14),a rib network without any
buffer is the best design because it has minimal delay
and consumes almost no silicon area. However.
since no buffer is inserted in this scheme, the delay

12

—=—Without any constraint
—e—Under tile-based constrain
—A—] buffer per tile
—¥—No buffer inserted

Delay/ns

(=]

M,

tile

Fig.6 Comparison results

value increases quadratically with its length. When
M ;.= 14,the method we proposed can achieve a bet-
ter performance. Among all the considered insertion
schemes,inserting one buffer per tile is the most inef-
ficient.

Moreover,the minimal delay that the rib network
can obtain without any additional constraint is also
computed using the method in Ref.[3] and plotted in
Fig. 6. Compared with this method,the delay from our
scheme has an average increase of 17. 2% . This is due
to the constraints imposed by the tile-based methodol-

Ogy
5 Conclusion

In this paper, we proposed a novel staggered
buffer connection method to provide flexibility for
buffer insertion while designing GSNs for tile-based
FPGA. An exhaustive algorithm is adopted to analyze
the effect of all design parameters. The criterion and
method for determining optimal trade-off points for
design parameters are also presented. Experimental
results based on a 0. 5um SOI technology have shown
that for FPGAs with a comparatively large array size,
the optimization process demonstrates better efficien-

cy.
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