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Abdtract : This paper presents a new test data compresson/ decompression method for SOC testing ,called hybrid run

length codes. The method makes afull analysisof the factors which influence test parameters:compresson ratio ,test

application time ,and area overhead. To improve the compression ratio ,the new method is based on variable to-varia

ble run length codes,and a novel algorithm is proposed to reorder the test vectors and fill the unspecified bitsin the

pre-processng step. With a novel on-chip decoder ,low test application time and low area overhead are obtained by

hybrid run length codes. Finally ,an experimental comparison on ISCAS 89 benchmark circuits validates the proposed

method.
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1 Introduction

With the steady increase in complexity of sys
temronrachip (S0C) designs, testing is an impor-
tant factor that determines the cost of the design.
The test data volume is a major problem encoun-
tered in the testing of S0C desgns. The increas ng-
ly large volume of SoC test data is exceeding the
memory and |/ O channel capacity of commercia
automatic test equipment (A TE). For closing the
ever-increasng gap between ATE speed,channel ,
and memory requirements versus SoC test data vol-
ume ,there are two main potential solutions. The
first solutionisthe built-in self-test (BIST)™ ,and
it has emerged as an alternative to A TE based ex-
ternal testing. But the BIST is now extensvely
used for memory testing,and not as common for
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logic testing. The BIST aso introduces perform-
ance penalties. The second solution is based on the
use of test data compresson/ decompresson tech-
niques’ ®. This solution does not introduce per-
formance penalties and guaranteesfull reuse of the
existing embedded cores. Recently ,several efficient
test data compresson techniques have been pro-
posed ,such as statistical codes™ ,Golomb codes™
frequency-directed run-length (FDR) codes™ | se-
lective Huffman codes” , and alternating rurr
length codes’® . In this paper ,a new class of varia-
ble-to-variable run length compresson codes is
presented ,whichisreferred to as hybrid run-length
codes. The method is based on analyzing thefactors
that influence test parameters: compresson ratio,
test application time, and area overhead. Unlike
other previous approaches® **°*®  which improve
some test parameters at the expense of the others,
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the proposed method is capable of improving all the
three parameters s multaneoudy.

2 Hybrid run-length codes

2.1 Compression algorithm

In this section ,the hybrid run-length codes al-
gorithm is described. It is a variableto-variable
length coding ,which maps variable-length runs of
Os to variable-length code words. The hybrid code
isconstructed asfollows:the runs of Os are divided
into groups A: ,Az ,As, ,Ax,resectively,and k
is determined by the run-length L of test vector
and the bits width of tail words (L:). The block
size of prefix Lpis determined by Li (Lp =L +1).
The encoding procedure of L: = 1 is shown in
Fig 1. The hybrid code has the following proper-
ties: (1) The tail section consists of two parts:the
flag bit and the tail words. The flag bit is used to
obtain lower area overhead, which is a constant

zero” ;(2) The prefix is constituted of blocks,and
thefirst bit of each block isthe constant one” ; (3)
For L« =1 ,the size of the kth group is equal to 2,
i.e. A« contains 2k members; (4) The codeword
contains prefix ,flag, and tail words. In order to
show the compression efficiency of the new coding
strategy ,a probability analyss for the test data
source is presented and hybrid run length codingis
compared with FDR codes, Golomb codes,and en-
tropy bounds. Defining a test set that produces Os
and 1swith probabilities p(O< p<1) and1- p,re
spectively. The smallest and the longest
lengths that belong to group A« are 2 - 2 and 2¢**
- 3at Lt =1. Whereas,if L+ =2 ,the smallest and
the longest runlengthsare (2% - 7)/3 and (2°*? -
7)/ 3 ,respectively. So the compression gain of hy-
brid run length codes at L: =1 is given by

0

run
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whereA is the average number of bitsin any run
generated by the data source and H is the average
codeword length for hybrid run length. If L. =2,

the compression gain al so can be obtained ,whichis
given by
BH(L,[:Z) =A/ HL‘:Z =1 (1- p) X

(Z3n(p(22n"7)’3(1 - ) 2)

We now compare the compression gain obtained by
hybrid run length codes with the different codesin
Refs.[2,3].

Run Prefix Tail Code
Group
length (Lp=2)| Hag| Lt [ words
0 No 0 0 00
A1
1 No 0 1 01
2 10 0 0 1000
3 10 0] 1 1001
A2
4 11 0] 0 1100
5 11 0 1 1101
6 10_10 0 0 101000
7 A 10_10 0 1 101001
8 : 10_11 0 0 101100
9 10_11 0 1 101101

Fig.1 Hybrid run-length coding(L: = 1)

Figure 2 shows that the compresson gain of
hybrid codes is always higher than that of Golomb
codesfor all values with p>0 91. At L: =1,the
compresson gain is the same as FDR codes.
Whereas ,there is a dgnificant difference between
Bu andBe ,when L =2 and p>0 95.
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Fg.2 Comparison of compresson gain obtained with
different codes

2.2 Preprocessing of test data

To improve the compresson ratio of hybrid
run length codes,before encoding the test sets,an
efficient test vectors reordering algorithm and a dy-
namic do not cares hitsfilling procedure usedin the
pre-processng step are presented ,called the itera
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tive sort filling strategy (ISFS). It assigns the
donot cares bitsin the original test set to zeros or
ones. At the first step ,it finds an unsorted vector
fromtheoriginal test set (array —input) randomly.
Then it calculates the minimal and maxima ham-
ming distances between the vector and the last vec
tor inthe array _output. According to the hamming
distance,it fills do not care hits of the vector.
Hamm_ D is the threshold value of the hamming
distance defined by user. The algorithm of the pro-
posed procedure is shown in the following pro-
gram.
Sort (Hamm_D ,Hamm_L)
ort thefirst line:Array - Output[0] < = Array —
Input[ x] ;
while (sort processis not finish)
labell:Find an unsorted line;
label2 : Calculate Hamming distance between Array
_ Input[i]and Array _ Output[j];
if (Min_D > Hamm_D)
[j] is not good

Find another unsorted line and goto label2;
else (Array _ Output[ j] has not changed) change
thefilling strategy of Array _ Output[j]

change the x value usng different bit index for
Array _ Output[j] and goto labell;
else assort current Array — Output[j]

j<=j-1,Array_Output[j] < =Array— Input
[x] ,Hamm _L < = (Hamm _L - 1) and goto la
bell;
else

current Array _ Output

Fill X bit valuefor Array _ Input[i]and Array _
Output[j]; let hamming distance equalsto Max —
D
endif

endwhile

3 Test application time analysis

Test application time (TAT) isfirstly influ-
enced by the compresson ratio,and then by the
type of the on-chip decoder. TAT is determined by
the time needed to transport the code words into

the on-chip decoder and the time needed to decode
the compressed test set for internal scan chains.
The upper bound of TA T can be obtained on the
assumption that decoding begins after complete
code words are tranderred from the ATE. And if
the decoder has a parallel structure, the lower
bound of TAT can be obtained, which is deter-
mined by the larger one of Twit and Teewde. If the
T«irt 1S the time required to transport the code
words and Taeoce i S the time required to decode the
compressed test sets,the TA T can be given by
max ( Tsitt , Tdode) < TAT < TATw = Tsite +

Lo | Llse _ 1
Tdecode = + =
fATE fsl:an fATE

where a = faan/ fate is the ratio between the onr

L
(Law + a) ©)]

chip test frequency (f<a) and the A TE operating
frequency (fate) ,Lov isthetota length of the code
words ,and Lsc isthelength of the data source. The
experimental results of TAT of hybrid run-length
codes and the comparison with other codes meth-
ods will show in Sec 5.

4 Test data decompression

In this section ,we illustrate the dedgn of the
decoder of the hybrid run length codes. The design
is different from the FSM-based decoder in Refs.
[2,3,8]. The block diagram of the decoder is
shown in Fig.3.Due to the tail flag bit in the code
words ,the controller of the decoder isreally smple
and can be efficiently implemented. The tail flagis
used to distinguish between the prefix section and
the tail section of the code words,and then put
them into different shift registers.

The ctl isthe input signal used to control the
shift of prefix or tail bits. The shift registers store
the input code words, and are divided into two
parts,the even hits and the odd bits. These two
groups of registers,the adder and the selector C are
used to count the length of the even and the odd
prefix ,respectively. The B[1 0] isone of thein
put signalsof the adder. The signal Dout isthe de-
coder output. For group size k ,the decodersof FDR
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Fig.3 Decoder used for on-chip pattern decompression

and Golomb are formed from a FSM ,at the least 9
states,and a k +log: k hits counter. Compared with
the decodersof FDR and Golomb ,the proposed de-
coder hasonly aninternal buffer ,a shift register of
size 2k ,and an adder. Thus for the same group size
k ,a visble reduction in area overhead is obtai ned.
For all of these on-chip decoders,with the different
group sze of 4,8 ,and 16 ,the statistical and com-
parative data of the area overhead are illustrated in
Table 1. All of these circuits are syntheszed with
the synopsys design compiler and mapped to the 2-
input nand cell of the TSMC35 library. As shown
in Table 1 ,the area overhead of Golomb is up to
larger one time than the hybrid at L: =1. And the
area overhead of the FDR islarger than that of the
hybrid at the different valuesof L: and group sizes.

Table 1 Areaoverhead comparison

Area overhead
Compresson (map to 2-input nand gate)
method Group sze
4 8 16
Golomb 125 227 307
FDR 320
Hybrid(L: =1) 76 138 212
Hybrid(Lt =2) 118 182 267

On the other hand,the smple and efficient
structure of the decoder is also beneficial to reduce
the TAT. As described in Sec 3, TAT is deter-
mined by the Tsirt , Tewde ,and type of decoder. Be-
cause the decoder of the hybrid is made up of the
shift registers and adder ,it almost does not need
any wait cycles between the trander and decoding

processes. For example, when the code words
trander into odd bits of the prefix shift register at
the A TE operating frequency fate ,the decoder can
generate patterns at on-chip test frequency f <. and
output from Dout immediately. On the next stage,
the A TE can trander the next code wordsinto the
even bitsof the prefix shift register ,and the decod-
er will begin to generate the second pattern after
the first pattern has fed into the internal scan
chains. Therefore ,the decoder of the hybrid almost
works in parallel characteristic as long as f«a >

fate.

5 Results

To validate the efficiency of the new method,
experiments were performed on the full scan ver-
son of the large ISCAS 89 benchmark circuits.
These benchmark circuits are sequential , synchro-
nous,and use only D-type flip-flops. For example,
$9234 ,S13207 ,S15850,S38417 ,and S38584 are re-
al-chip based and rely on partial scans. Egecially ,
35932 ,S38417 ,and S38584 are the largest circuits
inthe ISCAS 89 and the scales of combinational
gates are 16065, 22179, and 19253, regpectively.
Test sets used in these experiments were obtained
by MinTest dynamic compaction, which is a0
used in Refs.[2,3,8]. MinTest isan advanced A T-
PG system presented by Hamzaoglu and Patel in
1998 ,and it is considered asone of the best test set
compaction tools. The proposed hybrid run length
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codes were implemented in C+ +.

In thefirst set of experimental data,as shown
in Table 2 ,the compression percentage (cp) of dif-
ferent codes methods were compared. Before the
test sets are encoded by hybrid run length codes,
the iterative sort filling strategy (ISFS) is used to
reorder the test vectors and fill the unspecified bits
inthe test vectors. Table 2 clearly shows that the
proposed method leads to better compression rati-
os,eypecially at Lt =2. TD isthe original test data
bits of the source data and TE is the code words
bits after encoding. The cp is (1 - TE/ TD) x
100 %. On average ,the percentage compressons of
hybrid run length codes at Lt =1 are 16 74 %,
11. 04 % ,and 5 81 % higher than that of Golomb,
FDR and alternating run length codes. These val-
ues are increased to 17. 88,12 18 ,and 6. 87 ,respec-
tively at Lt =2 ,and is better the values than at L:
=1.All of these validate the &ficiency of the pro-

posed method.

Table 3 shows that the ISFSis not only effi-
cient for use with hybrid run length codes,but al o
suitable for other compression codesto improve the
compression ratios. Before the test sets are encoded
by Golomb or FDR codes,we can reorder and fill
the unspecified bitsin them by ISFSto increase the
percentage of zero ,namely Os probability. Accord-
ing to Section 2 1,the Os probability is directly
proportional to the compresson ratio. Table 3
shows that the percentage of zero increases up to
90. 31 % on average ater usng ISFS. Table 3 a0
describes that Golomb and FDR codes obtain an
obviousincrease of the compression percentage by
the ISFSin the pre-processng step of encoding. As
table shows,there is an increase about 7. 49 % for
the Golomb codes and 13 20 % for the FDR codes
by the ISFS.

Table 2 Compression obtained using different codes methods

Gircut Sze of Golomb!?! FDRI3I Alt runlength!® | Hybrid runlength Ly=1 | Hybrid runlength Ly =2
TD/ bit m cp/ % cpl % cpl % Szeof TE cp/ % Szeof TE cpl %
5378 23754 4 40.70 48.19 N/ A 10347 56.44 9987 57.96
9234 39273 4 43.34 44.88 44.97 15376 60. 85 16068 59.09
S13207 165200 16 74.78 78.67 80.23 25093 84.81 21847 86.78
S15850 76986 4 47.11 52.87 65.83 22371 70.94 21201 72.46
35932 28208 N/ A N/ A 10.19 N/ A 14739 47.75 15928 43.53
38417 164736 4 44.12 54.53 60. 56 60187 63.47 58072 64.75
38584 199104 4 47.71 52.85 61.14 76208 61.73 71641 64.02
Table 3 Compresson ratios obtained after usng iterative sort filling strategy
o Sze of Max of run Ave of run Percentage Golomb coding FDR coding
Creuit D/ bit length length of zero/ % Szeof TE cpl % Szeof TE ol %
5378 23754 153 10.11 90.10 12085 49.13 10090 57.52
9234 39273 226 12.25 91.83 18009 54.14 16826 57.16
S13207 165200 443 36.11 97.63 51387 68.89 26516 83.95
S15850 76986 573 17.19 94.18 30596 60. 26 22744 70.46
S35932 28208 1601 3.91 74.39 26687 5.40 18024 36.10
38417 164736 1366 12.32 91.88 74727 54.64 57500 65.10
S38584 199104 746 12.91 92.25 88255 55.67 71168 64.26

For a TAT comparison,a smulator was im-
plemented based on the TAT analyss for
Golomb™ |, FDR™® | and the hybrid run length
codes. For Golomb and FDR decoders,it was as
sumed that the data isfed into the decoder at the

A TE operating frequency and the internal FSM
reaches a stable state after oneinternal clock cycle.
In other words ,they need a wait cycle. However ,as
described in Sec 4 ,the decoder of the hybrid does
not need wait cycles between the tranger and the
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decoding processes,s0 TAT is determined by the
larger one of Tsit and Teewde. IN Order to provide an

accurate compari son ,we use the same group size as
in Table 2. The results are reported in Table 4.

Table4 TAT comparison for different codes methods

L Test application time/ ms
Circuit faTe/ MHz a - -
Colomb!?! FDRI3I Hybrid runlength Li =1 Hybrid runlength L =2
$H378 50 4 0.333 0.294 0.247 0.239
0234 50 4 0.514 0.483 0.343 0. 359
S13207 50 4 1.328 1.260 0.897 0.782
S15850 50 4 0.943 0.793 0.489 0.463
35932 50 4 0. 658 0.412 0.240 0.259
38417 50 4 2.196 1.869 1.502 1.449
S38584 50 4 2.550 2.219 1.802 1.694
6 Conclusion References

According to the demonstration in the above
sections and the experiments results ,we can draw a
concluson that compression ratio is influenced by
the filling and reordering agorithm and by the
compression algorithm ,that area overhead is influ-
enced by the feature of the decoder ,and that test
application time is influenced by the compresson
ratio and the type of the on-chip decoder. This pa
per presents a new compresson method called hy-
brid run length codes. Unlike previous approaches
that reduce some test parameters at the expense of
the others ,the proposed compresson method is car
pable of minimizing test parameters s multaneous
ly. Thisis achieved by accounting for multiple in-
terrelated factors that influence the results,such as
pre-processng the test set to the coding algorithm
with ISFS,and the type of the decoder. The results
in Section 5 show that the proposed method ob-
tains constantly better compresson ratios com-
pared with references. Furthermore, the decoder
leads to saving more hardware overhead compared
with decoders in the references. It is shown that
the proposed method decreases the A TE memory
and channel capacity requirements by obtaining
good compression ratios. Thus,it is an effective 0-
lution for test data compresson/ decompression for
SC desgns.
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