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Abstract: A new approach for rules-based optical proximity correction is presented. T he discussion addresses on

how to select and construct more concise and practical rules-hase as well as how to apply that rules-hase. Based on

those ideas, several primary rules are suggested. The v-support vector regression method is used to generate a

mathematical expression according to rule data. It enables to make correction according to any given rules parame—

ters. Experimental results demonstrate applying rules calculated from the expression match well with that from the

rule table.
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1 Introduction

As CMOS technology advances, optical en-—
hancement techniques enable optical lithography be
close to the resolution limit. However, pattern fi-
delity of the images on wafer drops due to the opti—
cal proximity effects (OPE). One way to overcome
the drop is to modify a reticle pattern so that it will
produce desired aerial image on wafer. This method
is known as optical proximity correction (OPC)'",
which has been seen as an inevitable step of post—
processing after layout design. The goal of OPC is
to produce smaller features in an IC using a given
equipment set by enhancing lithography resolu-
tion. It is based on systematic corrections that com—
pensate for the feature distortions arising from op-—
tical diffractions'”.

There are two major types of approaches,
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rules-based'” and model-based'” for OPC. In the
model-based approach, the required corrections are
made according to the lithography simulation re-
sults, which are iterated within the correction algo-
rithm. It is regarded as extremely computation in-
tensive and may be troublesome when numbers of
features are concentrated in a layout. On the con-
trary, the rules-based approach derives the required
corrections according to a predetermined rule set.
T he corrections are determined using table lookups
by some rules parameters such as layout geometry,
substrate, and process phenomena. It is much faster
and more practical. For rules-based approach, how
to obtain stock of data for various conditions is the
key issue. Lack of precise data for each possible pa-
rameter may cause errors that could not be ignored
when applying the rules in practice.

This fundamental problem could be solved

when the rules data table is replaced by a precise
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mathematical expression between rules parameters
and the corresponding required corrections. Then
we can easily calculate the correction for any possi—
ble combination of parameters. However, it is very
difficult to establish a mathematical model between
the parameters and corrections. A more practical
method is to formularize the rules through recur-
sion methods or regression methods. T he recursion
methods, such as interpolatory quadrature formulas
or least square method, are still dependent on a
lookup table when applied. The flexibility and ac-
curacy are restricted because the sampling data in
the table may be not representative. Regression
method could avoid this problem through iterative
computation on the training data to generate a
proper model. As a hot machine learning issue, sup—
port vector machine (SVM) could achieve similar
accuracy with neural networks (NN) after careful
data pre—processing. So we choose the v-support
vector regression (v-SVR) for our application'”. It
is from LIBSVM, a library for support vector ma-
chine that provides an automatic parameter and

. &
model selection'®.

2 Rules-based OPC system

Figure 1 illustrates the frame of a rules-bhased
OPC system. In principle, a rules-base approach is
a fast and efficient paradigm. Layout geometry,
substrate, and process phenomena can be folded in-
to few rules parameters. These parameters define
how to compensate the layout for the effect of
those phenomena using table lookups or mathemat-
ical methods. The rules parameters can be derived
from models by optics image simulation, from em—-
pirical results or from measurement on the mask.
Once they have been derived, they apply for all fea—
tures on all masks.

Since the corrections for the features are made
according to the rules, the selection and construc—
tion of rules are essential to the application. T here
have been different forms of rules for different

geometry information of layout patterns. Each form

Selection and construction
e
Correction rules
vy
Uncorrected | Apply rules I , Corrected
layout layout

Fig. 1 Elements of rules-hased OPC approach
of rule has several parameters to describe the cor-
rections. Thus the correction for any pattern in the

layout could be expressed as
o= O(E,F,G)

E € {edge, corner, lineend, *=*}

F = {ACD, defocus, NA, g}
Gi= {g”,gﬂ, gi3, i4, ".}

(1

where E represents the different forms of rules; F
represents the set of optical lithography parame-
ters; Gi represents the set of geometric information
parameters in the area around pattern i.

By selecting a value for each parameter in set
F, the rule for correcting a special form is related
to its geometric information parameters set. The
challenge in a rules-based approach is parameterize
Gi so that the parameterization could cover a large
number of geometric situations. Three forms of
rules are suggested in Ref. [ 3], which are 1D, 1. 5D
and 2D. However, experimental results show that
there are limitations in some rules and the parame-
ters in some rules are redundant. In order to make
the rules-base robust and adaptable in a wide range
of cases, an improvement is made on the selection

and construction of the rules.
2.1 Selection of parameters

More detailed and complicated rules will de-
scribe layout more accurately. However, the simu-
lation process and the construction of rules-base
will be more complicated. It is necessary to delete
parameters that are redundant or with few effects

on the precision. Considering this fundamental, we
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compare different patterns and combinations in
some layouts, test many patterns, and finally come
up with four primary rule types., which are called as
line-width, corner, line-end and hole, respectively.
According to the rules in Ref. [ 3], there are at
least six parameters to describe any pattern. The
construction of the rule table will be too time-con—

suming. Testing and validation on these parameters

are done in Ref. [ 7]. Through comparison with two

curves, which represent the simulation results
whether the parameter is considered or not respec—
tively, we can account for the influence of this pa-
rameter on the correction. Parameters with little
influence are ignored. Finally we came to our selec—
tion results shown in Fig. 2. Each form of rule has

only three parameters.

Pattern of line—width rule

Fig. 2 Three patterns of rules

environment.

2.2 Construction of rules table

For any rules-base approach, construction of
an apropos rules-base table is difficult but essential
to the application. Each rule type represents a class
of instance. The changes of parameters stand for a
series of patterns belonging to the same sort of in-
stance. T hough more items in the table will result
in more results, the excessive computation load
prevents it from application. On the other hand,
only corrections corresponding to exactly the same
parameter set in the table could be made as accu-
rate as that from model based approach. Other cor-
rections are derived from interpolation. The correc—
tion results will be affected because of insufficient
sampling items or the deficiency in the interpola-
tion method. Based on these principles, the rules

table is constructed with the same method in Ref.

7]

3 v-SVR approach

Typical rules-base approaches determine cor—
rections from table lookup. Corrections correspond-

ing to the parameter sets that are not in the table

Pattern of corner rule

Pattern of line—end rule

The bold line is the correction target, and other patterns are its

are made by some mathematical methods such as
least square method or even linear interpolation.
Deficiency in these methods prevents achieving
more accurate results with rules-hased approaches.
For many instances, the sampling items in the table
are nol representative. Excessive dependence on
these items leads a distortion in the result from re-
al instance.

The v-support vector regression method is ap—
plied in our work to make an improvement on the
fundamental deficiency of rules-based approach. It
is a derivation from the support vector machine

[ 8] . . .
. It is a new learning machine for two-—

theory
group classification problems. The machine concep-
tually implements the following idea: input vectors
are non-linearly mapped to a very high-dimension
feature space. In this feature space a linear decision
surface is constructed. Special properties of the de-
cision surface ensure high generalization ability of
the learning machine. Based on this model, support
vector classification ( CSVC, nu=SVC(C), distribu—
tion estimation (one-class SVM ), and regression
(epsilon-SVR, nu-SVR) are generated for different
applications.

The formulation of v-SVR is as follows: Given
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a set of data points, {(x1,z1), =", (x1, z1) }, such
that xi ER" is an input and zi ER' is a target out-
put, the form of v-support vector regression is
i
min_ éw"w+ C(ve+ } S(gi+ &)
w, b g E =1
WD(xi)+ b- zi <€+ & (2)
zi— Wdxi) - b<e+ &
E,6 =0 i= 1,1, €=0
The dual is
min ;(u— «)'Q(a- o) + z (&= )
e(a- )= 0, e(ax+ «) <Cl (3)
=cC/l i= 1,1

where e is the vector of all ones, C> 0 is the upper

0<o- o

bound, @ is an positive semi-definite matrix of 1 by
L, Qi= K(xi, i) = ®(x:) "®(x,) is the kernel. And
training vectors xi are mapped into a higher
(maybe infinite) dimensional space by the function
P.

The approximation function is
I

Yo(- o+ o )K(xix) + b

i=1

The difficulty of solving the quadratic problem
is the density of @ because @y is in general, not ze-
ro. In LIBSVM, the decomposition method is con-
structed to overcome this difficulty. Through this
method, we can generate a model from rules data.
Given the parameters setl as the input x, we can get
the output as the required correction value through

the approximation function.

4 Experimental results

The rules-based OPC system is implemented
in C program on Sun Enterprise E450 with 4GB
memory. Part of the rules-base table is shown in
Table 1 and Table 2. The conditions of optical
lithography are as follows: wavelength = 250nm,
numerical aperture= 0.5, defocus= 0, partial coher-
ence factor= 0.7, minimum line width= 180nm.
The variation of step of parameters is fixed and
each parameter is in the range from the ideally

minimum value to its upper bound that is large e-

nough to make the correction unnecessary. The
rules are derived from an iterative simulation and
adjustment process to ensure the accuracy of the

sampling data.

Table 1 Part of the line-width rule nm
W G | L Edge offset
180 270 | 1080 12
180 270 | 1170 12
180 270 | 1260 24
180 270 1350 24
180 270 1440 19

The correction { Edge offset) represents the offset of the target

edge.
Table 2 Part of the outcorner rule nm

Wo W [& Serif width Serif overlap

180 180 180 90 15

270 180 180 75 6

360 180 | 180 | 84 [i]

450 180 | 180 | 72 10

540 180 | 180 | 72 10

The correction (Serif width and Serif overlap) represents the val-

ue and |1mai|i[||| of the seril added to the largel corner.

Based on the rule table, we can do the regres—
sion process with v-SVR. The kernel function
K(u,v) is in the form of a radial basis function. It
is written as

K(u,v) = e_le“_"l2 (5)

Proper parameters should be selected for the
application of v-SVR. These parameters determine
the running time of training process and the accu-
racy of the approximation function. Many times of
iterative computations are performed and compared
with select proper parameter set for each form of
rule. For example, the tolerance of termination cri-
terion is set to be 0.0l and the parameter € of the
kernel function is set to 0. 00005 for the line-width
rule.

Table 3 gives part of the regression result for
the line-width rule. There are 1183 rows in the
table corresponding to each SV in the kernel. Given
a parameter set S= (Wo, Go, Lo), the required cor-
rection of edge offset could be derived from Egs.

(4) and (5):
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Hﬂlgt- = Z CeUfr' X e_ EXRS.SY) + l'h
=1
®S,SV.) = SST+ SV.SV! (6)
+ (S—- SV)(S- svy)'
Table 3 Part of the regression results nm
ith-8V W G L Coefi
1 180 | 180 | 450 - 42,23062229313833
2 180 | 180 | 540 43, 81511539015932
3 180 | 180 | 720 - 47. 5880106470411
4 180 | 180 | 810 36. 91758584793786
23 180 | 360 | 540 - 1.680233935819992
24 180 | 360 | 630 14. 45897842443851
25 180 | 360 | 810 - 36. 64080902537259

The values of € and rh are 0. 00005 and - 14. 6897 respectively.

There are 1183 SV in this model.

To show the effectiveness of our method, we
applied it to a set of random testing cases. Experi—
mental results are reported and compared with
table lookup with linear interpolation in Table 4.
The correction values derived from the two meth-
ods are compared with the required corrections
from an accurate model-based approach. The re-
sults are divided into two parts: rules with the pa-
rameter set exactly in the table and outside the

table. Obviously, for the first part, it will not cause

any error with the table lookup method. It is shown
that for the v-SVR method, most of the corrections
are also correct without deviation. This is because
the deviation on the training data is minimized for
the machine learning method. For the parameter
sets that are not in the table, v-SVR achieves more
accuracy than table lookup. Both the average and
the maxium error ratio of corrections are well
scaled down by v-SVR. It may be that the sampling
data in the table are not representative, so the in-
terpolation method could not achieve a good result.
Since there is not such a mathematical model to de-
termine which data are appropriate and representa-
tive, it is too difficult for the table lookup method
to get an improvement on the accuracy.

For the total amount of corrections that exist
error, the table lookup method achieves a better re-
sult. It is because that in order to achieve a global
view on the sampling data, v-SVR gives an approx-
imate solution to reflect any possible variability on
the solution space. This prevents it from an accu-
rate solution on a given instance, because the solu-
tion space is too complex to simulate. But it could

give a good approximation for every instance.

Table 4 Experimental results on edge offset rule

M ethod T able Test items# For items in the table For items outside the table
:t I T
o items# In-T | Out-T ErNum ErRatio ErNum ErRatio MaxEr
vSVR 5 11.47% 310 11, 06% 54.39%
1183 1183 753
Table lookup 0 0.0 123 24, 59% 100%

In-T/Out-T: testing items with parameter set exactly in the table/outside the table; ErNum: the amount of corrections that are different from

the value derived from model-based approach; ErRatio: the average percentage error of corrections; M axEr: the max percentage error of correc—

tions

S Conclusion

A new approach for rules-hased OPC is pre-
sented in this paper. Different from the table
lookup method in typical rules-based system, the
application of rules is derived from the pre-process—
ing mathematical expression between the parame-
ter sets and required corrections. T he efficient vali-
dation, selection and construction on rules provide

a set of precise sampling data for the training with

v-support vector regression process. Special prop-
erties of the v-SVR method ensure a high accuracy
on the decision surface. Experimental results com-
pared with traditional table lookup method show

the effectiveness of our approach.
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