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Abstract: We propose a novel thermal-conscious power model for integrated circuits that can accurately predict

power and temperature under voltage scaling. Experimental results show that the leakage power consumption is

underestimated by 52% if thermal effects are omitted. Furthermore, an inconsistency arises when energy and tem-

perature are simultaneously optimized by dynamic voltage scaling. Temperature is a limiting factor for future inte-

grated circuits,and the thermal optimization approach can attain a temperature reduction of up to 12°C with less

than 1. 8% energy penalty compared with the energy optimization one.
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1 Introduction

Dynamic voltage scaling (DVS) techniques
are effective for reducing both power and energy
consumption of integrated circuits. Due to the
leakage power’s super-linear relationship with
temperature integrated circuits
(ICs), the thermal independent power models
presented in previous DVS research" ™ are inac-

In nanometer

curate. Even worse,the steady increase of leakage
power with the downscaling of feature size makes
those models” errors larger. Therefore,a thermal-
conscious power model for ICs is necessary to de-
ploy dynamic voltage scaling. Recently, tempera-
ture dependent power models-®™ have been devel-
oped for ICs. However, neither energy nor ther-
mal optimization has been covered. In this paper,
a novel thermal-conscious power model is presen-
ted for ICs,and its impact on energy and thermal
optimization by DVS techniques is discussed.

2 Thermal-conscious modeling meth-
odology

The power consumption of modern CMOS
ICs mainly consists of dynamic,leakage,and short
circuit components. The short circuit currents oc-
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cur when both nMOS and pMOS blocks conduct
simultaneously for a short period of time. It is
generally determined by the switching activities
and input signals. Due to its relatively small con-
tribution to the total power budget, we will focus
on the former two components in this paper. Dy-
namic power consumption is insensitive to temper-
ature' , while leakage current is strongly affected
by it. Therefore, we first derive the temperature
dependent leakage power model. Dynamic power,
delay and thermal models are then introduced.
Due to the interaction between leakage and tem-
perature,an iterative method is presented to esti-
mate the leakage power for integrated circuits.

2.1 Preliminary

As Figure 1 shows,subthreshold leakage, gate
leakage,and junction leakage are three main leak-
age components in modern digital circuits. Since
the former two will dominate in the near fu-
ture®’, our discussion will focus mainly on them.

Based on the BSIM4 CMOS model!"', sub-
threshold leakage is given as

T =A., LﬂwT)m — e Vos M ye VsV e (1)
where Vs and Vs are the gate-source and drain-

source voltages, respectively, vy = kT/q is the
thermal voltage, V, is the threshold voltage., A, is
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Fig.1 Main leakage components

a technology-dependent constant, and W and L
are the effective channel width and length. The
gate leakage can be obtained from the equation
loe = WLJ g (2
where J,. is the gate current density. As Figure 1
shows, gate leakage consists of tunneling current
between gate and substrate, current between gate
and channel, and current between the gate and
source diffusion region. All of them have the fol-

lowing uniform expression"'" .

nt
J e =A e ( T oxret ) RV Vﬁ—‘;menﬂux(h\ Vo Dol v, D
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Equation (3) shows that gate leakage depends on
oxide thickness and supply voltage exponentially.

2.2 Temperature dependent leakage model

Summarizing Equations (1) ~ (3), we can
conclude that subthreshold leakage increases ex-
ponentially with the temperature, supply voltage,
and body bias voltage,while gate leakage strongly
depends on supply voltage. After simplifying these
formulas,the following expression can be used to
calculate the total leakage current:

Prokage =Vaa [ (Trer s Vi) (AT ¢V aa ™ o7/ T BerVaa )

9]
Here,the leakage current under reference temper-
ature and voltage is denoted as I, ,the temperature
of the IC is defined as T',the empirical constants,
A,B,asf,7,usare acquired by curve fitting meth-
ods for different circuit types, processes, and de-
signs. We have developed a leakage power esti-
mation flow"'! to extract those constants for dif-
ferent ICs. Constant values for ISCAS85"*' and
SRAM circuits™* under a 65nm PTM"* process
are shown in Table 1. Compared with the
HSPICE simulation results, the average and worst-
case modeling errors are 1. 3% and 6%.

From Table 1,we can see that integrated cir-
cuits, synthesized on the same standard cell

library,have a very similar leakage variation rela-
tionship with control parameters, such as supply
voltage,body bias voltage,and temperature. Thus
we can use the same leakage parameters in Eq.
(4) to estimate the leakage power for integrated
circuits with similar design styles.

Table 1 Leakage parameters for ISCAS85 and
SRAM circuits
ICs A/l()’4 a [8 Y B,//1074 y

C5315 5.406 1127 1670 2224 6.597 5.69
C6288 5.447 1122 1670 2223 6.770 5.69
C7552 5.467 1123 1671 2224 6.769 5.69
16Kx32 2.867 1177 1593 2163 20.037 5.68
2Mx32 2.824 1178 1592 2161 20.422 5.68

2.3 Dynamic power and delay model

The dynamic consumption of ICs can be esti-
mated by the formula

den = Cu Vfidf (5

where C. is the effective switch capacitance,and

f is the operating frequency. To estimate the cir-

cuit’s operating frequency under variable supply

voltages,the IC’s delay is determined by the al-
pha-power formula™"’,

o, K
e R NT
where the constant K is determined by logic

(6)

depth and process,and ¢ is a measure of velocity
saturation.

2.4 Thermal model

According to the heat transfer theory. the
thermal phenomena can be modeled as an equiva-
lent RC thermal circuit,as shown in Fig. 2.
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Fig.2 Equivalent thermal RC circuits

Suppose the ambient temperature of an IC is de-

noted as T,.and T, is the IC temperature at time

t. The temperature after time At can be calculat-

ed as below:

Tini = Ta+ (T, — TA)er + PR(1 — ex¢)

D)

Here the IC’s power consumption is P during A¢,

and the thermal resistance and capacitance are de-
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noted as R and C, which are estimated using the Initial Thormal
thermal parameters in Table 2. The values of ver- power configuration
tical thermal resistance and capacitance are calcu-
lated by the formula Caloulate ’

Rvertical = t/kA7Cvenical = (/[A (8) temperature
where A is the IC area. Although this model v
tends to underestimate the temperature at Update

. . . . . power
hotspots,it provides a good first-order estimation

Aver: oh e wi N
of the average temper'aturfzywl'nch is .w1dely ulssed
for leakage power estimation in the industry™® .
The first order thermal model can be extended in- L4
: : . : : Output steady
to a fine-grained grid-based one,and it will enable
. . power / Temperature

us to deploy the accurate thermal analysis and fig-
ure out the hotspots on the chip. However, there Fig.3 [Iterative thermal and power modeling

is a tradeoff between the modeling efficiency and
accuracy at an early design stage.

Table 2 Thermal parameters for typical configuration
Variable Value
Die thickness. t 250pm
157W/(m « K)m?
1.638 X 106J/(m® « K)
400W/(m « K)
3.55%X108]/(m® + K)

Die thermal conductivity, kq
Die heat capacity, cq
Cu heat sink thermal conductivity, k

Cu heat sink heat capacity, c;

2.5 Iterative modeling

Given initial dynamic and static power val-
ues, the IC’ s temperature is calculated from
Eq. (7). After that,the power values are updated
based on the latest temperature according to
Egs. (4) and (5). By this way, the temperature
and power values are calculated iteratively until
both temperature and total power are invariable.
That is, the IC’s thermal equilibrium is reached
under its thermal configuration. Figure 3 shows
an iterative way to estimate the steady power and
the temperature of an IC. In our experiments,the
IC’s power and temperature variations are less
than 0. 1% after 5 iterations.

3 Experiments and discussion

Using the proposed thermal-conscious model-
ing methodology,we first show its impact on pow-
er estimation under voltage scaling. Furthermore,
the traditional energy efficient DVS optimizing

problem is revisited by special experiments.
3.1 Impact on power estimation

Figure 4 illustrates a processor’s leakage
power at different supply voltages based on the

proposed models. The processor’s dynamic power
parameters are calculated using published data on
the 65nm CMOS Core™ Duo processor''®’, while
thermal parameters are estimated using Hots-
pot''™. The leakage parameters are adapted from
the PTM models for the same process in Section
2. All of them are shown in Table 3. As we can
see in Fig. 4,the cross and square curves give out
traditional leakage power trends under constant
temperature. The dot curve gives out the accurate
iterative leakage power profile. A power differ-
ence between the traditional trend and the itera-
tive one of up to 52% 1is observed in our experi-
ments, which underscores the necessity of a ther-
mal-conscious power model.

Table 3 Experimental setup

Variable Value Variable  Value |Variable Value
Vaa 0.9~1.4V Cesr 5nF K 0.551X10°°
Vin 0.40V fmax 2.16GHz I 1. 238A

o 1.2 R 1.2C/W
25 -
o [terative power/thermal model
Z  |+Constant temperature (383K) power model .+
\8 20 o Constant temperature (313K)power mode+1+
B +
‘a +
g ++++ o
Z 15k & e
<) o o
= +++ ... o
z 10F #
g
(]
on
<
-
B
)
0.9 1.0 1.1 1.2 1.3 1.4
Supply voltage/V
Fig.4 Thermal-aware leakage power versus supply
voltage
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3.2 Impact on traditional DVS techniques

Next,we explore the traditional energy effi-
cient optimization by DVS. Beside energy, tem-
perature has become a limiting factor for future
ICs due to increasing power density, shrinking
volume,and dense integration. Most reliable chal-
lenges, such as electromigration, thermal cycling,
time dependent dielectric breakdown, and stress
migration'”®’, have an exponential relationship
with temperature. Therefore, the temperature is
considered as well as the energy in our experi-
ments.

Suppose two tasks,task 1 and task 2,are to be
executed on a processor, and there is a real-time
deadline DL, with task 2, which has to wait until
the completion of task 1. Using the models in
Section 2, the power and energy consumption of
each task can be given by the following formulas
(the formulas are used in an iterative way to auur-
ately estimate the power and the temperature in
our implementations. ) :

Etol = PtotEC/f (9)
P =0Ce Viaf + @V I, (AT Va7 T4Beaa)
10)

Here EC is the instruction cycle number, @ is the
probability of switching capacitance,and w is the
leakage factor, which describes the effects of in-
put patterns on leakage current. These parameters
characterize the task property and can be extrac-
ted using the simulation method in Ref. [19].
Their values in our experiment are shown in Table
4. The constant values for the processor are cal-
culated using the datasheet for a 65nm CMOS

high performance Pentium™ processor®"’.

Table 4 Experimental setup
Variable Value Variable Value Variable Value

Vae  0.9~1.4V| Ce 15nF K 0.344x10°°
Vin 0. 244V fmax 3.46GHz I 2.599A

I 1.2 R 0.8C/W DL 2s

0 0.6/0.7 12} 2.0/0.4 EC  3/3 (Billion)

Here, the focus is on the high-power density
case,which can be encountered in emerging ICs,
such as 3D ICs and multiprocessor systems-on-a-
chip. The voltage relationship by real-time constraint
between task 1 and task 2 is obtained as below:

EC, K EC, K
PL= v v T v, - vy
Based on Egs. (9)~(11),we draw an energy and

(1D

power curve of task 1 and task 2 by the supply
voltage of task 1 in Figs. 5 and 6,respectively.
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Fig.5 Energy curves by different supply voltages

In Fig. 5,the energy of task 1 increases with
its supply voltage, while that of task 2 decreases.
The total energy curve is flat in a large voltage
range. A lower and upper bound of task 1’s volt-
age can be found to define the range,in which the
total energy overhead is less than 7% compared
with the energy minimal value. In Table 5,energy
consumption, peak power, peak temperature, and
energy overhead are listed for some voltage set-
tings in this range. They are energy minimal,low-
er bound,upper bound,and thermal optimal volt-
age scttings. As all of the voltage settings in this
range consume similar energy, we focus on their
peak power and temperature values. According to
Eq. (7),the IC’s steady state temperature is de-
cided by the power and thermal configurations.

Table 5 Experimental setup

Voltage Energy  Peak power Peak temp Overhead

settings /J /W /K /%
Energy min. 121.1 71 370 0
Lower bound 128.9 104 396 6.4
Upper bound 128.2 78 375 5.9
Thermal opt. 122.1 61 362 0.8

Therefore,for a processor with certain ther-
mal configuration, the optimal thermal voltage
settings require equal power consumption of both
task 1 and task 2 to minimize the peak tempera-
However, other voltage settings usually
cause imbalanced power profiles (up to 60W pow-

ture.

er difference) between task 1 and task 2. As we
can see in Fig.6,the imbalanced profiles generate
a large peak power and temperature. Further-
more,even if the minimal energy voltage settings
are used., the power consumption of task 1 and
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task 2 are also different. Therefore, the peak
temperature in the energy optimization case can
be much larger than that in the thermal optimal

case.

90

~J
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Power consumption/W

W
S
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1 1 1 1 1

30—
1.10 115 120 125 1.30

Voltage of task 1/V

135 1.40

Fig.6 Power curves by different supply voltages

Due to deviation from the optimal energy
voltage,voltage settings obtained by heuristic en-
ergy efficient voltage schedulers can be located
anywhere in this range. They may not work well
due to the high peak temperature. For example,if
the lower bound voltage settings are used in Table
5,the peak temperature can reach as high as 396K
(123C),34K higher than that of thermal optimal
voltage settings,though its energy consumption is

quite close to that of the energy minimal voltage
settings. We conclude that energy-only optimiza-
tion will encounter thermal challenges. Thermal
optimization may introduce some energy over-
heads, but they reduce the peak temperature ef-
fectively. the
caused by the thermal optimization is usually
small, because decreasing the peak temperature al-
so helps to reduce energy to some extent. There-
fore, the designer should decide the tradeoff be-

Furthermore, energy overhead

tween energy and temperature according to dif-
ferent demands.

Next, energy and thermal optimization are
further compared in Table 6, which gives total en-
ergy consumption and peak temperature under
different parameters. Both task parameters and
processor’ s cooling configuration are considered
and their values are also given. First of all, we
keep the task parameters constant and change the
cooling conditions. A larger temperature differ-
ence (up to 10C) between energy and thermal
optimization is observed under poor cooling con-
ditions. It is due to the fact that the same peak
power value causes higher temperature under poor
cooling conditions. In this case,the maximum en-
ergy overhead is 1. 6% .

Table 6 Comparison between energy and temperature optimization

Processor Task parameter Total energy Peak temperature
Test case th?rma] Overhead Reduction
resistance 66 o | 02 @ | EO/J  TO/] EO/K TO/K .
/CC /W) /% /C
Poor cooling 1.5 0.3 1.6 | 0.4 0.4 75.0 76.2 1.6 379 369 10
Typical cooling 0.8 0.3 1.6 | 0.4 0.4 69.1 69.53 0.62 344 341 3
Well cooling 0.5 0.3 1.6 | 0.4 0.4 67.1 67.6 0.75 332 330 2
High leakage 0.8 0.6 2.6 | 0.7 0.4 ] 127.6 128.9 1.02 374 363 11
Medium leakage 0.8 0.6 1.0 | 0.7 0.3 | 108.8 109.2 0.37 361 356 5
Low leakage 0.8 0.6 0.2 ] 0.7 0.1 97.6 97.7 0.10 353 352 1
Random case 1 0.6 0.3 0.5] 0.4 0.1 55.9 56.1 0.36 331 329 2
Random case 2 0.8 0.8 0.4 ]0.9 0.3 ] 132.2 132.2 0 368 365 3
Random case 3 0.8 0.7 1.6 | 0.8 0.5 | 134.5 134.9 0.30 374 368 6
Random case 4 1.1 0.4 1.5| 0.7 0.3 ] 101.8 103.6 1.77 382 370 12
Random case 5 1.2 0.6 1.0 | 0.6 0.7 | 111.4 111.5 0.09 382 379 3
Average 0.63 5.3

Second, keeping the thermal resistance fixed,
we adjust the leakage ratio in the total power
components. In the high leakage ratio case,a big-
ger temperature difference (up to 11C) is ob-
served, because a higher leakage ratio makes the

power curve change more dramatically by the sup-

ply voltage due to stronger power temperature de-
pendence. Therefore, the peak power difference
becomes larger in the high leakage case, and so
does the thermal difference.

Finally, random values are selected for task
parameters and thermal resistances. As we can
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see, the largest energy difference is smaller than
1. 8% . However, the maximum temperature re-
duction is up to 12C. The average energy over-
head of all cases is 0.63% ,while the average ther-
mal reduction is 5.3°C. Based on these experi-
mental results, we summarize the proposed
model’s impact on the DVS techniques:

(1) In reality,energy optimized voltage set-
tings are usually not the thermal optimized solu-
tions. However, the thermal optimized solution
can be achieved with little energy overhead. In
our experiments, the overhead is less than 1. 8%
with a up to 12C temperature reduction. The
difference between energy optimization and ther-
mal optimization is affected by the thermal con-
figuration as well as task parameters.

(2) Thermal constraints must be integrated
into the energy-efficient voltage scheduler for fu-
ture ICs. Otherwise, the energy-efficient schedu-
ler can generate solutions with unnecessary high
peak power, which causes serious thermal prob-

lems.

4 Conclusion

In this paper.a novel thermal-conscious pow-
er model and related modeling methodology have
been presented. Its impact on the power estima-
tion and DVS scheduling techniques has also been
discussed. It is shown that there is a difference
between energy optimized and thermal optimized
voltage selection. The thermal optimized settings
can reduce the peak temperature effectively by up
to 12C with less than 1. 8% energy overhead.
Next,we show that thermal metrics must be inte-
grated in the energy-efficient scheduler for future
ICs;otherwise thermal failure will invalidate the
voltage scheduler’s solution. Our future work will
focus on implementing an energy-efficient voltage
scheduler considering thermal constraints to deal
with more complex benchmarks.
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