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Abstract: A novel divider based on duakbit algorithm and its VLSI implementation are presented. Compared with the divider of
MIPS microprocessor, it decreases the average executing cycles by 52. 5% while its maximum delay is almost the same and its tram

sistor count increases by 60% . Furthermore, the simulation result indicates that the power consumption decreases to 11.3% with

the same processing ability.
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1 Introduction

The divider is one of the most important modules in
micmpmuassor[ ",

Originally, there was no hardware divider in the mi-
croprocessor and all the divisions were done by software.
The efficiency of software division is very low, which can
not meet the requirement of larger and larger calculation.
Hence the hardware divider appears' "%

For hardware divider, usually there are four algo-
rithms, i. e. nomrestoring algorithm, restoring algorithm,
SRT algorithm, and Newtorr Raphson algorithm!"*. The
hardware implementation for Newtorr Raphson algorithm
needs a lookup table, which is done by a ROM, and is un-
suitable for microprocessor design. The restoring algorithm
and SRT algorithm are relatively complicated, so the nomr

restoring algorithm is widely used in microprocessor for its
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simple principle and easy to be implemented by hardware,
which is adopted in MIPS microprocessor! . But the
norr restoring division is not efficient though and the exe
cution cycles may be up to 32 for one single division in
MIPS microprocessor!*'. A novel division named duak bit
algorithm and its implementation are presented. Compared
with the divider of MIPS microprocessor, it decreases the
average executing cycles by 52.5% while its maximum
delay is almost the same and its transistor count increases
a little. The theoretical analysis indicates that the power
consumption can be decreased dramatically, and the simu-
lation result shows the power consumption decreases to
11. 3% with the same operation ability. For the transistor
count, it is not very important issue with the decrease of
the device characteristic dimension, the modification is
very attractive, The dualbit divider is very suitable for su-

per- performance, low- power application.
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2 Division in MIPS

The division operations in MIPS are implemented us-
ing the simple norr restoring division algorithm'* . The al-
gorithm can be described in the flow chart as shown in
Fig. 1147,
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Fig. 1 Flow chart for division in MIPS

In the flow chart, the variable “ {” stands for the cur-

rent iteration cycle, and the variable “ dividend”, “ divi-
sor”, and “ quo” represent the dividend, divisor, and quo-
tient of the division respectively. The variable N repre
sents the cycle count that is necessary for completing the
division. In normal case, the N represents the active bits
of the dividend (the active bits which are recorded as
“ Ca" mean the left bits when all the most significant ze-
roes are removed, e. g. , for the binary data “ 001001017,
the active bits is 6) . While in MIPS microprocessor, if the
dividend is zero extended on the upper most 8, 16, or
24bits, the N will be 24, 16, or 8; else the N will be 32.
The N for division in MIPS can be described as expres-
sion (1).
32, C.> 24
) 24, 16< C, S24 _
Mo =116 < 4 <16 W

8, Ca <8

C .1, represents the active bits of the dividend.

The corresponding hardware architecture is shown in
Fig. 2171, The counter gives the control signals for shifting
the data in the “tmp” and “ quo” registers. In order to de
crease the hardware, the dividend is latched to the “ quo”
register at the first cycle, and the quotient is moved into
the “quo” bit by bit when the following steps are going

on. When the division is completed, the quotient is in the

“quo” and the remainder in the “mp”.

Fig. 2 Architecture of divider in MIPS

3 Division based on dual bit algorithm

According to the Fig. 1, only one single bit of the
dividend is moved in for processing each cycle. Therefore,
the calculating will take 32 cycles if the active bits of div-
idend are 32. It is obvious that the nomr restoring algorithm
is not very efficient. To improve this situation, a novel di
vision algorithm named dualbit algorithm is presented.
The difference between the normrrestoring algorithm and
dual-bit algorithm is that two bits are moved in each cy-
cle, so the efficiency increases dramatically.

In Fig. 3, two bits are moved into the variable “ tmp”

each cycle, so two quotient bits should be generated each
cycle. As the two quotient bits may be 00, 01, 10, or 11,
three subtract operations have to be done, which are one
, double- divisor

divisor subtraction from the variable “ tmp”

from “ tmp”, and thrice divisor from “tmp”. The corre
sponding results are the variable “ tmpl”, “ tmp2”, and
“tmp3”. The two quotient bits can be got according to the

“tmpl”, “tmp2”, and “tmp3”, then the “tmpl”, “ tmp2”,
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or “tmp3” should be moved into the “tmp” which will act
as the new subtraction operand for the next cycle together
with the two bits from the dividend. Since two bits of the
dividend are moved in each cycle, it is named as dual-bit

algorithm.

| 0— i dividend[2¥+1:2N]—tmp[1:0]]
v

tmp—divisor—tmpl
tmp—divisorx2—tmp2
tmp~divisorx3—stmp3
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Fig.3  Flow chart for division based on dual bit algorithm

The variable N is the necessary iteration cycle
count. For the case that two bits of the dividend is moved
in each cycle, the N can be calculated by [ ( C+ 1)/
2] . In Fig. 3, the “ divisor x 2" can be got by shifting left
one bit for the divisor, so there is almost no more opera
tion. While the “divisor x 3” should be done by an add
operation, therefore one more cycle is needed to get it. So
the necessary cycle for dual-bit algorithm, N gua1pi. can be
expressed as formula (2) .

Nauarvie = [(Ca+ 1)/2] + 1 (2)

It is considered that the dividend with different ac-
tive bits has the same probability, and the average execut-
ing cycles of division in MIPS and dualbit division can be
calculated according to formulae (1) and (2), which are

listed in Table 1. From Table 1, it is obvious that the du-

al-bit division decreases the execution cycles by 52.5%
compared with the division in MIPS,

Table 1 Executing cycles of division in MIPS and dualbit

division

Ca MIPS Dual bit
1 8 2
2 8 2
3 8 3
4 8 3
5 8 4
6 8 4
7 8 5
8 8 5
9 16 6
10 16 6
11 | 16 7
12 16 7
13 16 8
14 16 8
15 16 9
16 16 9
17 24 10
18 24 10
19 24 11
20 24 11
21 24 12
22 24 12
23 24 13
24 24 13
25 32 14
26 32 14
27 32 15
28 32 15
29 32 16
30 32 16
31 | 32 17
32 | 32 17
Average execution cy- 20 5 5
cles

4  VLSI implementation and power
analysis

The implementation architecture of duakbit division
is shown in Fig. 4. The counter gives the control signals
and the “quo” and “tmp” registers keep the quotient and
temporary result. The “divisor3” register stores the thrice
divisor got at the first cycle, so it will not increase the

«

maximum delay. The three adders named as “adderl”,
“adder2”, and “ adder3” process the three subtract opera

tions. The least significant 30bits of the multiplexer output
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and the highest 2 bits of the “ quo” register is stored to the

“tmp” register each cycle.

quo
(/727220 z&mz.ﬁ
=

Counter

Divisor3

Divisor

Fig. 4 Implementation architecture for duakbit divider

The operation of the three adders is parallel, so the
delay is the same as that of one single adder. The data to
be written to the “tmp” and the “ quo” registers is a sinr
ple combinational logic output of the result of the adders,
which has little timing delay. Therefore the critical path
delay of the duakbit divider should be almost the same as
the divider in MIPS microprocessor.

For the case that average execution cycle decreases
by 52. 5% according to the analysis in section 3, the fre-
quency of the divider can be decreased to 47. 5% with the
same processing ability. As we know, the critical path de
lay of dual-bit divider is almost the same as the divider in
MIPS, so the frequency decreasing to 47. 5% means that
the maximum delay can increase to 2. 1 times of its origi-
nal maximum delay. According to formula ( 3)'®, the
propagation delay is almost inverse proportion to the sup
ply voltage, so the voltage can also decrease to 47. 5% of

the original voltage.

G
tl. - 2"’Jl)l)( k|l+ k[l) (3)
P= a’f (4)

In formula (4)'”', P is the average power consump-
tion, a is the average switching probability of the nodes, ¢
is the sum of all capacitance, v is the supply voltage and
f is the operating frequency. Supposing Quuatpi 18 k14,
and ¢ guatpit 18 k2¢. For vguarpi is 0-4750 and f garnin is
0.475 , the average power of duakbit divider, P o,
can be expressed as (5).

OLuak bit € duab bic? duab bif duak bi

0. 107k k2 acv’f

P(llmHJil =

(3)

The k%2 depends on the modification rate of the av-

erage switching probability and the sum of all capacr
tance. For the case that capacitance and average switching
probability does not change much, the &k should be 1 or
so, as a result, the average power, P kb, must decrease

dramatically according to formula(5) .

S Simulation results and analysis

5.1 Comparison of speed and area

The divider in MIPS microprocessor and the dual-bit
divider are implemented in 0. 18#m CMOS process. They
are described in Verilog HDL and synthesized by Synopsys
Design Compiler. The two dividers are synthesized under
the same condition, that is, “TYPICAL” operating condi-
20000” wire-load, 1. Ons clock

constraint, and 0’ max-area. To get a more accurate re

tion, “ reference _ area
sult, the gate-level netlist is transformed to transistor- level
by Cadence ICFB tool, then the transistor level netlist is
simulated by Avanti Hspice.

The simulation results are listed in Table 2. From
Table 2, it is obvious that the average execution cycle de
creases by 52. 5%, and the maximum delay is almost the

same. Only the transistor count increases by 60% or so.

Table 2 Performance comparison between divider in MIPS

and duakbit divider

Divider Dual hit X
Parameter Percent
in MIPS divider
Average execution cycle 20 9.5 - 52. 5%
Maximum delay/ ns 2. 80 2. 88 + 2, 8%
Transistor count 15572 24870 + 59. 7%

#* Percent means the madification rate for dualbit divider compared with di-

vider in MIPS.
5.2 Power simulation result

To get a universal result, we choose the following test
vector, the divisor is Oxfffffffi’ and the dividend is ex-
pressed as ( 6) .

Dividend = 0x00000001 < {,i= 0,1,2 3, .., 31
(6)

In formula ( 6) , when i varies, the dividend is got by
logic shifting left i-bit of 0x00000001. So the test set
contains 32 test vectors, and the active bits of the dividend

varies from 1bit to 32bit.
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The divider in MIPS is running at 2. 8ns clock cycle
with the supply voltage 1. 8V. Considering the characteris-

19 and the calculation ability

tic of the technology library
of the divider, the duakbit divider is working at 5. 8ns
clock with the supply voliage 0.9V. Table 3 shows the

Hspice simulation result for the two dividers as completing

all the test vectors.

Table 3 Power simulation result for divider in MIPS and du-
ak bit divider as running all test vectors
Divider Duak bit
Parameter Percent
in MIPS divider
Clock cyele/ ns 2.8 5.8 /
Supply voltage/ V 1.8 0.9 | /
Completing time/ ns 1983. 8 1957.5 | /
Average power/ mW 4.52 0. 51 = 88. 7%

The simulation indicates that the average power con-
sumption of duakbit divider decreases to 11.3% of the
divider in MIPS with the same calculation ability, which is

consistent with the theoretical analysis.

6 Conclusion

A novel divider based on dual-bit algorithm is pre
sented. The divider based on this algorithm decreases the
average executing cycle by 52. 5% compared with the di-
vider in MIPS microprocessor. The dual bit divider is also
implemented in 0. I8#m CMOS process. The implementa
tion result shows that the maximum delay is almost the

same and the transistor count increases by 60% . The sim-

ulation indicates that with the same operation ability, the
power consumption decreases to 11.3% compared to the
divider in MIPS. Consequently, the dualbit divider is very

suitable for super performance, low- power application.
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