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Abstract: An efficient parallel global router using random optimization that is independent of net ordering is pro—
posed. Parallel approaches are described and strategies guaranteeing the routing quality are discussed. The wire
length model is implemented on multiprocessor. which enables the algorithm to approach feasibility of large-scale
problems. Timing—driven model on multiprocessor and wire length model on distributed processors are also present—

ed. The parallel algorithm greatly reduces the run-time of routing. T he experimental results show good speedups

with no degradation of the routing quality.
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1 Introduction

Global routing plays an extremely important
role of VLSI (very large scale integration) layout
design'"”'. Congestion optimizing in global routing
is still a critical problem to be well solved”. In
VLSI circuits, with the development of deep sub-
micron and multidayer metal wiring technology,
chip density is undergoing a sharp increase. As a
result, it is necessary for the congestion optimiza—
tion algorithms to be more efficient to deal with
problems of larger circuit scale with higher speed.
Parallel processing technology is the efficient way
to speed up one’s algorithm, which has been widely
used in the research field of integrated circuit (1C)

computer aided design ( CAD). Many research
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working on the parallel layout algorithm can be
found in the proceedings of ICCAD (international
conference on computer aided design) and DAC

1985 to

1990. Those works include the session of circuit

( design automation conference) from
simulation, circuit floorplanning and placement,
system verification, test pattern generation and lay-
out extraction. There are more than 30 useful pa-
pers for those proceedings. However, only a few pa-
pers have been found, and a limited progress has
been reported on the parallel global routing algo-
rithm. T he main reason is that there is a strong se—
riality in the process of global routing. It is very
difficult to design the parallel algorithm for global
routing. We noticed that re-routing is time consum-
ing and induces markedly increasing run-time for

large-scale circuits in global routing. To eliminate
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this bottleneck, we propose an efficient parallel
global routing algorithm in this paper.

The remainder of this paper is organized as
follows. Section 2 gives introduction of related re-
search. Section 3 presents the parallel mechanism
and the basic serial global routing algorithm. In
section 4, we describe the proposed approach of our
fast parallel router. Finally, section 5 gives experi-

mental results and section 6 concludes the paper.

2 Related research

Several parallel global routers have been pro-
posed. Using the graph search approach, a parallel
algorithm was implemented on a hypercube-base
distributed memory multiprocessor'*. Parallel al-
gorithms have also been described in References| 5
~ 7] that are based on an iterative improved ap-
proach. A hierarchical parallel algorithm was im-
plemented on shared memory multiprocessor'” . But
those parallel algorithms have the following disad-
vantages: they were either targeted for a specific
parallel architecture such as shared memory multi-
processors, or could only handle two-pin nets, or
the qualities of the routing were poor compared
with the state-of-the-art routers.

In the following sections, we will introduce
our strategies in detail for parallel algorithm design

and the basic serial algorithm.

3 Parallel mechanism and basic seri—
al algorithm

3.1 Parallel mechanism

To guarantee the quality of the final parallel
routing solutions, the following strategies are pro-
posed: (1) In the parallel algorithm, we use the lin—-
ear combination of total congestion of the passed
edges, total wire length and the number of bends in
one routing tree, denoted by E., to evaluate the
routing tree of a net. Among all routing trees that

have been constructed for a congested net, the one

with minimal E: is selected as the re-routed tree,
which is not necessarily the current constructed
one. As a result, each net can detour congested ar—
eas using suitable routing trees. In this way, the
parallel algorithm can resolve routing resource con-
flicting in a more flexible way, control the total
wire length to some extent and locally decrease the
overflow. (2) In the parallel algorithm, a subset of
N open 18

reroute. T he proportion of the net number in Nopen

congested nets randomly selected to
to the total net number is decreased in a wavy
mode. Therefore, estimation of the congested area
can gradually approach the real value. (3) In the
parallel algorithm, after iterations of the Concur-
rentRouter, we will get a temporary result Ugo.
Then, Ugod is improved by the SequentialRouter for
a further local optimal solution. In parallel re-rout-
ing, inaccuracy in the weights of GRG edges is lo-
cal, which will be adjusted later in updating. T he
whole process is essentially searching in the poten-
tial solution space, which guarantees the medium
routing unsatisfactory results will not last long
time in the whole routing process and the dead-
loop can be avoided.

The implementation of our parallel global
routing algorithm has the following advantages:
(1) It is of high degree of parallelism. It can deal
with large-scale circuits well. (2) Compared with
rip-up and re—route algorithms, the quality of solu-
tion is independent of the routing order of the
nets. (3) Compared with the multi-commodity flow
model, it avoids integerization stage containing net
ordering. (4) Compared with simulated-annealing
method ™", such as the state-of-the-art global
router TimberWolf''", our algorithm reduces run-—

time by purposive control in randomization.
3.2 Basic serial algorithm

An efficient serial global routing algorithm is
necessary for our parallel design. Firstly, a high de-
gree of parallelism depends on the serial algorithm
structure. Secondly, based on an efficient serial

routing algorithm, the parallel routing algorithm
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will be more powerful in routing ability. The above Cessors.
parallel strategies are based on our serial global [n essence, the routing algorithm comprises
routing algorithm RINO. four processes: ConcurrentRouter, Sequential-

In the research field of serial global routing al-
gorithms, many typical strategies have been pro-

posed. They are sequential routing and re-rout-
1

. 12,13 . . . 14,15 .

ing'"* ", iterative improvement method' , inte—
. . 16 . .

ger linear programming''”, hierarchical rout—

. 17,18 . . 19

ing'"™ "™, simulated evolution technology''”, feature

routing' ™" *"" and high-speed multilevel staged clock
routing'”. The integer linear programming and hi-
erarchical routing method have comparatively high
complexities for large-scale problems, which need
improvement in calculability. The rip-up and re-
route algorithms are widely adopted for their prac—

23 .
% yet net ordering and

ticality and effectiveness
non-predicting of congested areas are still two erit-
ical problems'”. Our serial global routing algorithm
RINO'* solves these problems efficiently by using
random optimization technology. Compared with
Carden IV-

the widely adopted global router

125]
Router

using multi-commodity flow method, RI-
NO gets solutions with equivalent quality and runs
much faster.

However, it takes a longer time for RINO al-
gorithm to route the large-scale circuit, which will
limit its routing ability. Based on RINO algorithm,
we propose a fast parallel routing algorithm. Thus,
we can speed up the routing algorithm and improve
its routing ability on large-scale circuits. Mean-
while, we make full use of the advanced routing

strategies in RINO.

4 Parallel global router

The special-purpose hardware for parallel lay—
out uses algorithms that were fixed in hardware,
and suffers from the inability to change or to tune
those algorithms. In addition, a given architecture
is more economic if it is general enough to be used
in a range of applications. For these reasons, all ap-
proaches discussed in this paper assume general

purpose MIMD multiprocessor and distributed pro-

Router, EnumerativeRouter and the master control
process called ControlRouter. The design of the
parallel routing algorithm is based on the four pro-
cesses. Some important variables used in the algo-

rithm are defined as follows:

Variables Definition

Ec(8) The set of congested GRG edges

Nl 8) The set of congested nets

N open Random subset of N(8)

Cmax Highest congestion degree among all the edges
Coverflow | o) T he total overflows of GRG edges

Cool o) T he total overflows of GRG edges with weights

T he parallel routing algorithm is introduced in

detail as follows:
4.1 Master control process ControlRouter

PROC ControlRouter
FORi=1TO KoDO
CALL ConcurrentRouter(i) store result
as Ugonds
CALL SequentialRouter () to improve
U goot:
IF E«(1.0)= PTHEN RETURN
ENDFOR
IF Ex(1.0) #PTHEN CALL EnumerativeR-
outer;
ENDPROC
The master control process directs the direc—
tion of the algorithm according to current routing
results. The master control process does not take
much time in routing large circuits. On the other
hand, if we modify the control process to keep a
number of current routing results, there will be a
considerable alteration on the routing algorithm.
T herefore, we keep the ControlRouter unchanged

in the parallel algorithm.

4.2 Concurrent routing process Concurrent-

Router

PROC ConcurrentRouter(j)



2 4 Xu Jingyu et al.:

A Fast and Efficient Global Router for Congestion *** 139

FOR i= 1 TO K1 DO
Suppose N o to be random subset of
Ne(8:)) 5
Concurrent re-route nets in N open;
Update Ugwd and Unes according to current
solutions;
IF E(1.0)= PTHEN RETURN

ENDFOR

ENDPROC

ConcurrentRouter consists of three main oper—
ations: ( 1) building Noe; (2) concurrent re-rout—
ing of nets in N oen; (3) updating Usood and Ubea ac—
cording to routing results. Among them, the last
one is a frequent memory-accessing operation,
which is not useful to parallelization. Therefore, it
remains serial in our algorithm.

(1) Building N open. The time taken by different
nets to judge congestion is approximately the same
(the probability of congested edges is independent
of the net size). And the number of nets in a given
global routing problem is a constant. T hus, we can
assign this task to each processor before routing.
Further, since Nopen is shared among all the proces—
sors, which may lead to memory-accessing con-—
flicts, we mark each net and use one processor to
put all the marked nets into Noe. Thus, Nope is
built up. We divide all the nets into p groups by
netdD MOD p, each processor dealing with a
group and one processor summing up all the infor-
mation. Since the discrepancy in size of each group
is not more than one, static load balance is obtained
in this parallel operation.

(2) Concurrent re-routing of nets in Nopen.
T his operation consumes the longest time in the se—
rial algorithm and is repeated with the highest fre—
quency, which represents a great restriction to the
performance of the serial algorithm. T herefore, we
focus on adding parallelism to this operation to
gain a considerable improvement in parallelism of
the whole algorithm. Noting that it contains com-
plicated operations in re-routing a net, this task is
assigned in dynamic. N open becomes the task list of

re-routing spontaneously. Each processor takes one

net out of Nopen(this operation must be mutually
exclusive for Neen is shared), then re-route it ac—
cording to current weights of GRG edges until
N open is empty. Since the weights of GRG edges re-
main unchanged throughout re-routing, accessing

GRG edges need not to be mutually exclusive.

4.3 Sequential random routing process Sequen-
tialRouter

PROC SequentialRouter(;)

Load Usgoed;

Build N«(6);

FOR i= 1 TO K2DO

Re-route nets in Ne(6) randomly;
Update Uit according to current solu-
tions;

IF E«(1.0)= PTHEN RETURN

ENDFOR

ENDPROC

The essential difference between Sequential-
Router and ConcurrentRouter is that nets in Se-
quentialRouter are re—routed one by one, after
which the weights of GRG edges are updated ac-
cording to the rerouted net. This means that the
SequentialRouter can not be paralleled in essence.
Nevertheless, SequentialRouter occupies long CPU
time throughout the routing process. It will add to
the non-parallel time, i. e., the overhead, and will
limit speed-up. Therefore, we manage to use pseu-
do-serial rerouting in the first several iterations of
our algorithm. The re-routing of nets in a proces—
sor is serial while all the processors are parallel to
improve the routing speed. The later iterations are
still serial to guarantee the precision of routing so-
lutions.

For the same reason as mentioned above in
ConcurrentRouter, we dynamically assign tasks to
processors in pseudo-serial re-routing. Each pro-
cessor takes one net from N«(6), and update the
weights of GRG edges to show the increase in rout—
ing resource after remove of a routed net (this op-
eration must be mutually exclusive for N«(6) and

GRG are shared). Then it re—routes the net accord-
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ing to current weights of GRG edges. Re-routed
nets are put back to GRG with updating in weights
of GRG edges. These operations are repeated until
N«(6) is empty.

Since the updating of weights of GRG edges is
mutually exclusive, it is obvious that the weights of
GRG edges are accurate after re-routing all nets.
However, other processors may update the weights
of GRG edges when a processor is re—routing. And
it will cause memory-accessing conflicts, which
may lead to variance in calculations of congestion
degree. But this problem is not a mortal wound to
the algorithm since it is in the beginning of the se-
rial iterations. The inaccuracy is local, which only
influences a few GRG edges. And the error of each
GRG edge is not more than p. The pseudo-serial
rerouting at the beginning of iterations of Sequen-—
tialRouter is to find good solutions around the cur—

rent ones and to probe the potential optimization.
4.4 Global information of GRG edges

Global information of GRG edges, including
Ciax, Ce, Covertion (o) and Cuo( ), will be updated after
every iteration of ConcurrentRouter and Sequen-
tialRouter. It is a frequent and time-consuming op—
eration, which therefore needs to be parallelized.
Since the time taken to deal with an edge is a fairly
small constant, and the number of GRG edges in a
given problem is fixed, we could assign the edges to
processors in advance. We divide all the GRG edges
into p groups by edge-dD MOD p, each processor
dealing with a group and one processor summing
up all the information. Since the discrepancy in size
of each group is not more than one, static load bal-

ance is obtained in this parallel operation.

4. 5 Enumerative optimizing process Enumera-

tiveRouter

PROC EnumerativeRouter

Load Uness

FORi=1TO K3:DO
IF N(1.0)= YTHEN RETURN
Suppose N to be subset of Ne(1.0)

satifying following:
(1 | N.m].l < N sive.
(2) product of routing tree numbers of
nets in Vb is not more than Miiwi;
(3) each net in N . should have at least 1
common edge with others;
Enumerate all the steiner tree combina-
tions of N to minish Cw(1.0);
ENDFOR
ENDPROC
[n EnumerativeRouter we enumerate all the
possible combinations of routing trees for some
nets. The enumeration process can be paralleled be-
cause evaluations of all the combinations are theo—
retically independent. However, in realization of the
algorithm, all the combinations are usually generat-
ed by recursion. There is a certain extent of order
among them. At the same time, evaluation of each
combination depends on the way that the combina-
tion is generated. Therefore, it is hard to realize
parallel generation of combinations and their evalu-
ations. Our approach makes the parallel of the
branches operation. We try to find the net whose
routing tree number K most satisfies p in N.u.
Then, we divide all its routing trees into p groups
as equally as possible. Each processor generates
and evaluates all the possible combinations of rout-
ing tree in a group. We allocate independent memo-
ry for each processor to store the weights of GRG
edges, the updating of whom are guaranteed to be
parallel. Finally, a processor selects the best solu-
tion from p optimal choices to be the final solu-

tion.

S Experimental results and analysis

We implemented our parallel algorithm by us—
ing C language and tested the implementations on a
SUN Enterprise 450 workstation with 4 CPUs.
Five MCNC benchmark circuits and three industri-
al circuits have been tested. Each circuit has been

tested for 12 times.



24

Xu Jingyu et al.:

A Fast and Efficient Global Router for Congestion *** 141

5.1 Important characteristics of test circuits

Table 1

of these 8 benchmark circuits.

lists some important characteristics

6 Conclusion

In this paper, we have presented an efficient
parallel global routing algorithm. The parallel al-
gorithm greatly reduces the routing run-time. To
large scale circuits, implementation on 4 processors
can obtain a speedup of above 3 with no degrada-
tion of routing quality. Meanwhile, this parallel

routing algorithm makes full use of the advanced

Table 1 Circuit data
Number Number of
Test circuits
of nets wirds
MCNC C2 745 9x11
MCNC C5 1763 16X 18
MCNC C7 2356 16X 18
MCNC 13207 4953 24 %26
MCNC avq 21851 65X 67
u05 36451 205 % 205
u(8 54740 251X 251
u28 181930 458 X 458

5.2 Comparison of serial and parallel algorithms

Table 2 compares the total run-times of serial
and parallel algorithm and lists the speedup of par-
allel algorithm on multiprocessor. To large scale
test circuits, the parallel algorithm can greatly re-
duce routing run time and obtain a speedup (1/0
time of files not included) of more than 3 (the effi—

ciency is above 75%).

Table 2 Speedup results of parallel algorithm

Test
o Serial/s Parallel/s Speed-up/s
circuils
C2 1.28 1. 08 1.19
C5 3.05 1.98 1. 54
c7 4.59 2.58 1.78
513207 21. 60 9. 08 2,38
avq 50.79 23. 66 2.15
u05 1701. 94 523.43 3.25
u08 3242.49 988. 99 3.28
u28 > 39600 10800. 00 —

We also have approaches of timing-driven
model on multiprocessor and wire length model on
distributed processors for parallel global routing.
The timing-driven model shows good speedups for
large-scale circuits while it is not as desirable for
small-scale circuit due to the non-parallelism in
computation of the delay. On distributed proces-
sors, work accomplished hitherto has shown poten-
tial in providing more significant improvement in

speed.

routing strategies.
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